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ABSTRACT

The paper describes the operational analysis of the Imaging Infrared Radiometer (IIR) data, which have

been collected in the framework of the Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observation

(CALIPSO) mission for the purpose of retrieving high-altitude (above 7 km) cloud effective emissivity and

optical depth that can be used in synergy with the vertically resolved Cloud–Aerosol Lidar with Orthogonal

Polarization (CALIOP) collocated observations. After an IIR scene classification is built under the CALIOP

track, the analysis is applied to features detected by CALIOP when found alone in the atmospheric column or

when CALIOP identifies an opaque layer underneath. The fast-calculation radiative transfer (FASRAD)

model fed by ancillary meteorological and surface data is used to compute the different components involved

in the effective emissivity retrievals under the CALIOP track. The track analysis is extended to the IIR swath

using homogeneity criteria that are based on radiative equivalence. The effective optical depth at 12.05 mm is

shown to be a good proxy for about one-half of the cloud optical depth, allowing direct comparisons with other

databases in the visible spectrum. A step-by-step quantitative sensitivity and performance analysis is pro-

vided. The method is validated through comparisons of collocated IIR and CALIOP optical depths for el-

evated single-layered semitransparent cirrus clouds, showing excellent agreement (within 20%) for values

ranging from 1 down to 0.05. Uncertainties have been determined from the identified error sources. The

optical depth distribution of semitransparent clouds is found to have a nearly exponential shape with a mean

value of about 0.5–0.6.

1. Introduction

The retrieval of cloud and aerosol radiative properties

at the global scale is an important challenge for the

understanding and surveying of climate change. In this

respect, upper-level clouds are of particular interest since

their microphysical characteristics are still poorly known

despite their significant impact on the Earth radiation

budget (Stephens et al. 1990; Kristjánsson et al. 2000).

The Cloud–Aerosol Lidar and Infrared Pathfinder Satel-

lite Observation (CALIPSO) mission has been defined to

allow a better understanding of aerosol and cloud radiative

forcing. Observations from the three-channel Imaging

Infrared Radiometer (IIR) developed in France by the

Centre National d’Etudes Spatiales (CNES), the Société

d’Etudes et de Réalisations Nucléaires (SODERN),

and the Institut Pierre-Simon Laplace (IPSL) are com-

bined with those from the Cloud–Aerosol Lidar with

Orthogonal Polarization (CALIOP) to provide a new

characterization of the microphysics at global scale

using an improved split-window technique.

The split-window technique has long been applied to

the data of spaceborne passive thermal imagers to

retrieve the effective diameter of ice crystals in high-

altitude clouds using two or three infrared channels

(Inoue 1985; Ackerman et al. 1990; Giraud et al. 1997;

Duda et al. 1998; Heidinger et al. 2010). Improvements

have also been proposed that will take advantage of high-

resolution infrared soundings and more sophisticated
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radiative transfer calculations (Ackerman et al. 1995;

Rädel et al. 2003; Kahn et al. 2004; Pavolonis 2010;

Stubenrauch et al. 2006; Wang et al. 2011; Wei et al. 2004;

Yue et al. 2007). In the framework of the CALIPSO

mission, we have chosen to use selected range-resolved

lidar inputs in a standard split-window technique to

provide a fast retrieval of cirrus optical (emissivity and

optical depth) and microphysical (particle size and ice

water path) properties taking into account critical vertical

information (Cooper et al. 2003). The ice cloud micro-

physical properties are derived from two microphysical

indices, defined as the ratio of the effective infrared optical

depths in the two pairs of channels 10.6–12.05 mm and

8.65–12.05 mm, which are used to minimize the sensitivity

to unknown parameters (Parol et al. 1991). This method,

which is based on the retrieval of the cloud effective

emissivities in the three IIR channels, also takes advantage

of the different absorption by water and ice in those

channels (Ackerman et al. 1990, 1995). Simulations have

been performed using the Fast Discrete Ordinate Method

(FASDOM) radiative transfer model (Dubuisson et al.

2008), theoretical optical properties of several complex

crystals (Yang et al. 2005), and using various ancillary

atmospheric and surface parameters to define lookup

tables to further retrieve the effective size of the cirrus ice

crystals for a preferred shape from the two microphysical

indices.

This paper aims to present the first part of the algorithm

dedicated to IIR cloud effective emissivity and optical

depth retrievals whereas microphysical properties will be

the topic of a future publication. The basics of the IIR

algorithm are presented in section 2. The track analysis

including the CALIOP-based scene classification is de-

tailed in section 3, and the IIR swath analysis is in section 4.

Section 5 is devoted to the optical depth retrievals.

Section 6 discusses the sensitivity to the key parameters

and associated uncertainties. Results are shown and dis-

cussed in section 7 before ending with the conclusions.

2. Analysis method

The IIR instrument consists of three window channel

spectral bands centered at 8.65, 10.6, and 12.05 mm that

have medium spectral resolution of respectively 0.9, 0.6,

and 1 mm but that exclude the ozone absorption band

centered at 9.6 mm. The sensor is an uncooled micro-

bolometer offering a compromise between intrinsic

noise (Table 1) and reachable performance, mainly

controlled by the accuracy on ancillary parameters used

in the inversion scheme. The objective is to implement

a split-window technique involving the three IIR chan-

nels improved by identifying the relevant conditions

based on the vertical information available from the

CALIOP collocated observations under the satellite

track. The overall scheme of the method is described

through the flow diagram shown in Fig. 1. Level 1

calibrated and geolocated IIR radiances, measured in

a near-nadir viewing geometry, are registered on a refer-

ence grid centered on the CALIOP ground track, with 1-

km horizontal resolution over a 69-km swath. In the same

manner, the daytime level 1 wide field camera (WFC)

reflectance at 0.62–0.67 mm is available on the same grid

as the IIR as an input of the algorithm.

To take advantage of the sensitivity of the aerosols and

cloud detection provided by the CALIOP data analysis

(Vaughan et al. 2009), the IIR scene classification is based

on the CALIOP 5-km Cloud and Aerosols Layer products

(currently version 3 products). Aerosol layers are included

to account for polar stratospheric clouds reported in this

product and for particles such as mineral dust or compo-

nents of volcanic plumes absorbing in the thermal infrared.

Each observational area is 5 km along the satellite track

and 100 m wide across the track because of the size of

the laser spot near the earth’s surface, and coincides with

five successive 1-km IIR pixels. Although IIR observa-

tions are available at 1-km resolution, the CALIOP 1-km-

layer products are presently not used because they do

not report thin layers detected at a coarser resolution (5,

20, or 80 km) in the 5-km products (Vaughan et al.

2009). Thus, identical CALIOP parameters over five

consecutive pixels are presently used in the 1-km IIR

analysis, slightly increasing the retrieval uncertainty.

The IIR scene classification is built to select the suit-

able scenes for the track analysis. The effective emissivi-

ties are computed for each IIR pixel under the lidar track,

for each IIR channel separately, with the same algorithm

for daytime and nighttime measurements, at any latitude

over land and ocean. Furthermore, as the IIR window

channels basically sense the surface and the lowermost

atmosphere, the algorithm corrects the observed radi-

ances for the so-called background radiance that would

be observed in the absence of the studied cloud. CALIOP

vertical information allows one to select useful reference

observations if any. Otherwise, the correction relies on

the fast-calculation radiative transfer (FASRAD) model

(Dubuisson et al. 2005) provided with the required ancil-

lary products, namely surface type and surface temperature

TABLE 1. Radiometric performance of the IIR microbolometer

measured before launch.

NedT 1

sigma value

(83% of pixels) 8.65 mm 10.6 mm 12.05 mm

@210 K 0.20 K 0.27 K 0.19 K

@250 K 0.09 K 0.14 K 0.11 K
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together with the temperature, water vapor, and ozone

atmospheric profiles. Effective infrared optical depths are

then inferred from the effective emissivity retrieved in

each IIR channel.

The scene classification, effective emissivities, and

optical depths are spread to the IIR swath through

homogeneity criteria involving the three IIR radiances

and possibly the daytime WFC reflectance, as will be

discussed in section 4. The track and swath parameters

are reported in the respective IIR level 2 products

(currently version 3).

3. Track analysis

a. Scene classification

The IIR level 2 algorithm uses the CALIOP 5-km

Cloud and Aerosols Layer operational products to build

a scene classification designed to select the scenes to be

further analyzed. In the CALIOP operational algorithm,

the layers are detected using the level 1 532-nm total at-

tenuated backscatter (Vaughan et al. 2009), which are

further classified as clouds or aerosols (Liu et al. 2009).

Each layer is located vertically with a resolution of 30 m

from the ground to 8.2 km, then 60 m from 8.2 to

20.2 km, and finally 180 m from 20.2 to 30.1 km. The

horizontal resolution is defined by the amount of aver-

aging required to detect the layers. We choose to consider

only the layers detected with 5- and 20-km horizontal

averaging as the latter resolution corresponds to emis-

sivities of the order of magnitude of the IIR sensitivity.

Indeed, according to Vaughan et al. (2009), the features

detected with 20-km horizontal averaging have integrat-

ed backscatter intensities mostly between 4 3 1024 and

2 3 1023 sr21, corresponding to a visible optical depth

between 0.01 and 0.05 assuming a lidar ratio of 25 sr for

ice as used in the CALIOP operational algorithm, and

thus to emissivities of roughly half of these values as will

be discussed in section 5.

The IIR classification is built from the number of scat-

tering layers, their altitudes, cloud–aerosols classification,

mean volume depolarization ratio, and the opacity flag

of the lowermost layer as identified from CALIOP data.

The scenes are sorted following the number of semi-

transparent layers defined as high when their centroid

altitude is above 7 km, or low otherwise. Two main cate-

gories are defined based on the background scene, which

can be either the surface if the lowermost layer is not

opaque or a dense opaque layer, corresponding to two

different modes to compute the effective emissivities. We

focus here on the main objectives of the IIR observations,

which are the characterization of ice cloud properties. This

mostly involves scenes containing a single-layer semi-

transparent cloud (STC) overlying either the surface (type

21) or a dense opaque layer (type 31) and scenes con-

taining 1 high dense cloud (type 40) (Table 2). When

a single-layer STC is found, the algorithm checks for the

FIG. 1. The IIR level 2 algorithm flow diagram.

TABLE 2. IIR scene classification for high-altitude clouds (.7 km).

Scene Target description Reference

21 1 high STC layer and

no aerosol layer

Surface

30 1 high STC layer and

nondepolarizing aerosols

Surface

40 1 high opaque cloud layer,

vol_depol_ratio_max . 40%

Surface

80 1 high opaque cloud layer,

vol_depol_ratio_max , 40%

Surface

22 2 high STC layers Surface

26 3 high STC layers Surface

31 1 high STC layer Low opaque cloud

32 2–5 high STC layers Low opaque cloud

37 1 high STC layer Low opaque aerosol

41 1 high STC layer High opaque cloud

42 2 high STC layers High opaque cloud
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detection of aerosol layers and labels the scene ac-

cordingly (type 30). Low-altitude aerosol layers are

split according to the mean volume depolarization ratio

in the layer, with a threshold of 6% to identify more-

depolarizing semidesert aerosols (Liu et al. 2008). Over-

all, about 40 types of scenes are identified (list available at

http://eosweb.larc.nasa.gov/PRODOCS/calipso/Quality_

Summaries/CAL_IIR_L2_Track_3-01.html). As an illus-

tration, Fig. 2 shows a level 1 CALIOP quick-look (Fig. 2a)

and the corresponding classification (Fig. 2b), where

scenes of type 21, 30, and 40 are identified. The swath

classification is presented in section 4.

b. Effective emissivities

The analysis is first applied to the IIR pixels collocated

with the lidar track for the types of scenes identified in the

scene classification module. This provides the effective

emissivity at 8.65, 10.60, and 12.05 mm of the upper cloud

or aerosol layer(s) constituting the so-called target. The

effective emissivity refers to the contribution of scattering

in the retrieved emissivity, especially in the 8.65-mm

IIR channel in the case of small ice crystals. Effective

emissivity could refer also to the unknown fractional cloud

cover in the IIR pixels as the lidar observational area

covers only 10% of the 1-km IIR track pixels in the cross-

track direction. However, we assumed that each pixel has

a fractional cloud cover of 1 or 0 (Parol et al. 1991).

For each spectral channel k, centered on the wave-

length lk, the track effective emissivity «eff
k

of a semi-

transparent feature located at the reference altitude Zc

has been defined to be consistent with early works

(Allen 1971; Platt and Gambling 1971):

«eff
k

5 (Rk 2 Rk
BG

)/[Bk(Tc, Zc) 2 Rk
BG

]. (1)

In Eq. (1), Rk is the calibrated radiance measured

in channel k. The quantity RkBG
is the background

radiance, that is, the outgoing top-of-the-atmosphere

(TOA) radiance that would be observed in the absence

of the studied cloud. Finally, Bk(Tc, Zc) is the opaque

cloud radiance, that is, the radiance of a blackbody

source located at the reference altitude Zc of thermo-

dynamic temperature Tc retrieved from ancillary mete-

orological data. The retrievals are not attempted if

Bk(Tc, Zc) is found to be equal to RkBG
.

FIG. 2. (a) Example of lidar cross section, (b) related IIR cloud classification over the track

(see Table 2), (c) classification extended to the swath, and (d) brightness temperature at

12.05 mm over the swath.
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1) DETERMINATION OF THE BACKGROUND

RADIANCE

Two approaches are available to derive the back-

ground radiance. The primary approach is based on

measurements in neighboring pixels while the alterna-

tive is based on modeling.

The background radiance RkBG
is preferably de-

termined from observations in neighboring pixels at

a distance chosen to be less than 100 km from the ana-

lyzed pixel, assuming an atmospheric homogeneity within

a few kelvins. If the reference is the surface, the rele-

vant neighboring pixels are those labeled as ‘‘clear

sky’’ by the scene classification module and of same

surface type (see following paragraph) than the ana-

lyzed pixel. If the reference is an opaque layer, the

permitted altitude difference is 6100 m, correspond-

ing to a maximum difference of 61 K assuming a 10

K km21 adiabatic lapse rate.

If these spatial conditions are not satisfied, the back-

ground radiance is computed using the FASRAD model

(Dubuisson et al. 2005) adapted to the IIR spectral func-

tions. This model is systematically run for a posteriori

comparisons with the observations (see section 6). FASRAD

is fed by the following ancillary data available to the

CALIPSO project: (i) temperature, specific humidity,

ozone profiles from the Global Modeling Assimilation

Office (GMAO) Goddard Earth Observing System

Model, version 5 (GEOS5) (G5.1.0 until August 2008 and

G5.2.0 afterward), sampled every 6 h on a global 2/38 3 ½8

longitude 3 latitude horizontal grid, (ii) GMAO GEOS5

surface temperature every 3 h and on a global 2/38 3 ½8

longitude 3 latitude horizontal grid, and (iii) surface

types from the International Geosphere and Biosphere

Program (IGBP) daily updated according to the Near-

Real-Time Ice and Snow Extent (NISE) 25-km product

of the National Snow and Ice Data Center (NSIDC).

CALIPSO uses the same surface types as those used in the

Clouds and the Earth’s Radiant Energy System/Surface

and Atmospheric Radiation Budget (CERES/SARB)

map reported with a 109 resolution and the NISE data

remapped by CERES onto a 10-min grid (cf. http://www-

calipso.larc.nasa.gov/products/CALIPSO_DPC_Rev3x3.

pdf). Surface emissivities are inferred from IGBP–NSIDC

surface type, and averaged values are recalculated in the

IIR bands from laboratory measurements following pro-

cedures defined by the CERES team (Wilber et al. 1999).

They are reported in Table 3.

2) DETERMINATION OF THE BLACKBODY

RADIANCE

The cloud reference altitude Zc is a matter of impor-

tance, and although we agree that this term should be

considered the effective altitude for the contributed ra-

diation (Cooper et al. 2003) no unique solution is

proposed. Instead, it has been defined as the mean

height of the cloud (Platt and Gambling 1971). The

cloud temperature Tc has also been defined as the

brightness temperature of dense cloud tops detected in

the same spectral domain (Inoue 1985; Parol et al.

1991; Giraud et al. 1997). Cloud properties derived

from multichannel spectral analyses have also been

used (Rädel et al. 2003; Wei et al. 2004). In this anal-

ysis, we use the characterization of the feature back-

scatter intensity provided in the CALIOP layer

products. The altitude Zc is chosen as the centroid

altitude (Vaughan et al. 2005), defined as

Zc 5

�
i51,N

TR2
i betaizi

�
i51,N

TR2
i betai

, (2)

where the summations are taken over the N bin ranges

located between the top and the bottom of the scattering

feature. For each bin range i, zi is the altitude and TR2
i is

the 2-way transmission at 532 nm between the top of the

atmosphere and the bin range corrected from the atten-

uation due to air molecules and ozone. Betai is the total

backscatter coefficient at 532 nm. Assuming a linear re-

lationship between altitude and temperature, the cloud

thermodynamic temperature Tc derived from the centroid

altitude is related to the thermodynamic temperature Ti

in each bin i as

TABLE 3. IIR surface emissivities.

IIR

channel 1

8.2–9.1

IIR

channel 2

10.3–10.9

IIR

channel 3

11.55–12.55

IGBP

surface

0.9904 0.9888 0.9909 (1) evergreen needleleaf

0.9904 0.9888 0.9909 (2) evergreen broadleaf

0.9775 0.9738 0.9733 (3) deciduous needleleaf

0.9775 0.9738 0.9733 (4) deciduous broadleaf

0.9839 0.9813 0.9821 (5) mixed forests

0.9478 0.9653 0.9685 (6) closed shrublands

0.8754 0.9332 0.9411 (7) open shrublands

0.9801 0.9812 0.9886 (8) woody savannas

0.9801 0.9812 0.9886 (9) savannas

0.9801 0.9812 0.9886 (10) grasslands

0.9819 0.9857 0.9871 (11) permanent wetlands

0.9801 0.9812 0.9886 (12) croplands

1.0000 1.0000 1.0000 (13) urban

0.9820 0.9812 0.9854 (14) mosaic

0.9951 0.9967 0.9854 (15) snow/ice

0.8392 0.9171 0.9275 (16) barren/sparsely

vegetated

0.9838 0.9903 0.9857 (17) water

0.9753 0.9936 0.9909 (18) tundra
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Tc 5

�
i51,N

TR2
i betaiTi

�
i51,N

TR2
i betai

. (3)

The IIR algorithm selects a high-altitude cloud structure

that is composed of one to a few layers. When more than

one layer is found, the principle described above is

upscaled to the cloud structure with the computation of

the cloud structure centroid altitude and thermody-

namic temperature.

Although CALIOP provides an accurate vertical

description of the cloud, the cloud temperature Tc derived

from Eq. (3) is a priori, and thus may not be the correct

equivalent radiative temperature of the cloud. Indeed,

CALIOP observations report backscatter coefficients

attenuated in a 2-way nadir viewing geometry in the vis-

ible spectrum region. On the other hand, measurements

in the IIR channels at the top of the atmosphere basically

reflect the radiance of the surface further modified by the

succession of overlying absorbing and emitting features.

The impact of the difference between Tc used in this al-

gorithm and the true equivalent radiative temperature is

estimated in section 6.

4. Extension to the swath

The lidar vertical information allows one to establish

a detailed scene classification for IIR track pixels col-

located with the lidar track. The analysis is extended

to the 69-km IIR swath by attributing to each swath

pixel outside the track the same type of scene and the

same effective emissivity as the radiatively most similar

neighboring track pixel. The corresponding pixel is quan-

titatively identified at a maximum distance Vd from the

closest track pixel through a homogeneity index (Hi)

defined by averaging the absolute brightness tempera-

ture differences for a given IIR channel (Hi 51 corre-

sponds to a mean difference of 1 K). For each swath

pixel, the most similar track pixel is the one providing

the smallest Hi. A disadvantage of this approach is that

a type of scene observed in the IIR swath, but not on the

lidar track, cannot be categorized. This represents about

8% on average. Surface and atmospheric variations are

not accounted for because the corresponding grids are

presently of a few tens of kilometers. The WFC re-

flectance is currently not used to avoid introducing a bias

between night and day retrievals. Results for the ex-

ample previously considered (Figs. 2a,b) are reported in

Fig. 2c, showing the homogeneity of the mask obtained

and the consistency with the corresponding brightness

temperature (Fig. 2d). The white areas are where the

swath categorization could not be made.

To validate the approach and to define the Hi index

range and the distance Vd for the analyses, simulations

were performed under the lidar track using the retrieved

information. Figure 3a shows the distribution of the

minimum Hi found within a distance Vd 5 50 km from

each pixel identified as a single-layer high-altitude STC

(type 21) for 120 full orbits in January 2011 between 608N

and 608S. The simulations are restricted to areas of

homogeneous surface emissivities within 1%. The cumu-

lative occurrence distribution is plotted in red. The inside

frame represents the distribution of the corresponding

distances within the search area. The minimum Hi is

smaller than 0.5 (K) in 85% of the cases and 1 (K) in

95% of the cases. The most similar pixels, that is, the

smallest Hi indices, are found preferentially at a short

distance from the reference pixels, between 1 km (op-

timal distance) and 10 km, but can be found as far as

50 km for extreme swath pixels. When the distance is

limited to 20 km, instead of 50 km, the homogeneity

index stays smaller than 1 (K) in 95% of the cases. On

the other hand, when Vd is limited to 20–50 km to

simulate swath pixels located in the outer part of the IIR

swath (Fig. 3b), the most similar pixels are found with

similar probability levels at any distance within the

search distance. The minimum Hi index is smaller than

1 (K) in 85% of the cases. On the basis of these simu-

lations, we see that selecting a Hi index smaller than 1 (K)

and a maximum distance Vd 5 50 km defines a reason-

able trade-off between an acceptable accuracy of the

method and the wish to extend the classification to a sig-

nificant part of the IIR swath. An Hi index smaller than

1 (K) for the accepted mean brightness temperature dif-

ferences ensures effective emissivity differences for swath

pixels of the same order as the expected errors in the

track emissivity retrievals, as discussed in section 6.

The accuracy of the method can be further evaluated

by applying the swath extension algorithm to the track

pixels for the main high cloud targets and by comparing

the retrieved classification and effective emissivities with

the actual track retrievals. As an illustration, we show the

results obtained for type 21 scenes and Vd between 1 and

50 km for the same orbits of January 2011. The distribu-

tion of the track scenes retrieved (Fig. 3c) shows that the

swath algorithm is accurate for 72% of the cases, when the

scene is also identified as type 21 under the track. Other

types such as 30 (1 high layer with aerosols) and 23 (1 high

layer with 1 low STC) represent 6% of the misclas-

sifications, whereas types 31 (1 high layer with low opaque

cloud) represent 1%. Types 22 (2 high layers) and 26 (3

high layers) represent 4% and less than 1%, respectively.

High dense clouds (type 40) represent only 2%. Fur-

thermore, 4% of the misclassifications correspond to clear

sky (type 10), when the high-altitude cloud is optically
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very thin and therefore the observed radiances are almost

entirely influenced by the surface. The same explanation

applies for the remaining scenes (4%) corresponding to

low-altitude layers. The distribution of the centroid alti-

tude differences (Fig. 3d) shows agreement within 61 km

for 85% of the cases, which are the true 21 scene types and

the other high-altitude clouds. Restricting the search area

to a 20–50-km range (not shown) degrades the perfor-

mance, with 50% of scene classification accuracy and

centroid altitude agreement within 61 km for only 70%

of the cases. The swath algorithm gives better scores for

colder high opaque clouds (type 40), with 85% and 80%

scene classification accuracy for search ranges of 1–50 and

20–50 km, respectively, and centroid altitude agreement

within 61 km for 90% of the cases. Finally, Fig. 3e shows

the distribution of the effective emissivity differences

at 12.05 mm corresponding to Figs. 3c,d. The width of

the distribution is explained by the sensitivity of the ef-

fective emissivity retrievals to the brightness temperature

differences implicitly authorized through the concept of

homogeneity index. The dispersion is less than 60.025

and 60.05 for 80% and 90% of the points, respectively.

5. Optical depths

As discussed before, the cloud effective emissivity in

each channel k, «eff
k
, retrieved from this analysis in-

cludes the contribution from absorption and scattering.

The associated cloud effective optical depth ODeffk
is

derived as

ODeff
k

5 2ln(1 2 «eff
k
). (4)

To assess how the retrieved effective optical depth can

be related to the absorption optical depth, we have used

the FASDOM radiative transfer model (Dubuisson

et al. 2005, 2008) for several types of ice cirrus clouds and

atmospheric conditions. FASDOM is used for offline

FIG. 3. Distribution of the minimum homogeneity indices (black) (a) found within a distance of 50 km

and (b) for a search range of 20–50 km from each pixel identified as type 21 for 120 full orbits in January

2011. The cumulative distribution is plotted in red. The inside frames represent the distribution of the

corresponding distances within the search range. (c) Distribution of the types of scene found by the swath

extension algorithm for a search range of 1–50 km with (d) distribution of the centroid altitude differ-

ences and (e) distribution of the effective emissivity differences for the 12.05-mm channel.
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analysis and to calculate the lookup tables for the oper-

ational algorithm, which, unlike FASRAD, allows us

to include multiple scattering to accurately determine

cloud radiance. FASDOM is not directly used in the

operational algorithm because of the very large compu-

tation burden.

The effective emissivity and effective optical depth

are retrieved from Eqs. (1) and (4) using simulated ra-

diances. The effective optical depth ODeff is compared

to two parameters: (i) the absorption optical depth

(tau_abs) to quantify the cloud scattering contribution

and (ii) the extinction optical depth (tau_ext) given as

input. Aggregates, solid columns, and plates crystals

habits are considered representative of shapes present-

ing significantly different spectral behaviors, on the basis

of the optical properties reported by Yang et al. (2005),

in the IIR spectral range, with monomodal effective

diameter distributions centered on 10 and 100 mm.

Atmospheric temperature and humidity profiles are

derived using the five McClatchey et al. (1972) profiles

to simulate the tropics, midlatitude summer and winter,

and sub-Arctic summer and winter. Calculations are

made over ocean surface using the surface emissivities

provided in Table 3. Effective emissivities are derived

assuming clear-sky background reference. Cirrus cloud

layers at 16 km in the tropical, 11 km in the midlatitude,

and 8 km in the sub-Arctic regions are considered, for

optical depths from 0 to 10. Figure 4 shows the ratio of

the simulated ODeff to tau_abs as a function of tau_abs

for the set of atmospheres and crystals models selected.

As the objective is to identify the possibility of deriving

the ice cloud optical depth from its effective emissivity

through a simple calculation, the results are plotted for

the IIR 12.05-mm channel for which the contribution

of scattering is the smallest. These results show that with

no a priori knowledge of the cirrus cloud microphysical

properties, the effective optical depth at 12.05 mm re-

mains very close to the absorption optical depth with

a dispersion increasing with the optical depth from

610% (tau_abs 5 0.1) to 615% (tau_abs 5 3). This

dispersion is reduced by considering that atmospheric

conditions are known from meteorological models, such

as GEOS5, as well as the cloud altitude from the

CALIOP. The impact of errors on theses quantities is

to further increase the dispersions, as will be discussed in

section 6. Figure 5 shows for the same microphysical

models the ratios of tau_ext to ODeff derived from the

single scattering albedo coefficients at 12.05 mm (Yang

et al. 2005) as a function of the ice crystals’ effective

diameter for a cirrus cloud at 10 and 16 km in the

tropics and tau_abs 5 1.5. The ratio tends to values

between 1.9 and 2.2 for diameters larger than 45 mm

and decreases to 1.25 for small ice crystals of 5-mm size

behaving as quasi-purely absorbing particles. Because

of the dependency of the single scattering albedo with

wavelength, the other IIR bands show more complex

relationships. Looking to theoretical analyses, the

ratio of the extinction efficiency in the visible and at

12.05 mm has been shown to be of the order of 1.1

(Mitchell 2002), which leads to a visible optical depth

of the order of 2.1 to 2.4 larger than ODeff depending

on crystal sizes and shapes. In previous analyses, the

ratio between visible and IR absorption optical depths

FIG. 4. Ratio of the effective optical depth (ODeff) to the ab-

sorption optical depth (tau_abs) at 12.05 mm vs tau_abs for five

McClatchey atmospheres (tropics in red, midlatitude summer in

orange, midlatitude winter in green, sub-Arctic summer in blue,

and sub-Arctic winter in purple), three crystal habits (solid column,

aggregates, and plates), and effective diameters of 10 mm (dashed

lines) and 100 mm (solid lines).

FIG. 5. Ratio of the extinction optical depth (tau_ext) to the

effective optical depth (ODeff) at 12.05 mm vs ice crystal effective

diameter (micrometers) for three crystal habits (solid columns in

red, aggregates in green, and plates in black) for a cloud at 10 km

(solid lines) and 16 km (dashed lines) in the tropics. The absorption

optical depth is 1.5.
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has been identified to lie in the same domain (Mitchell

et al. 1996; Fu and Liou 1993; Yang et al. 2000, 2005),

and to be comparable when effective IR absorption is

considered (Sassen and Comstock 2001; Platt et al.

2002). A mean factor of 2.25 will be used here for first

comparisons with retrievals from other instruments in

the visible spectral domain (see section 7).

6. Sensitivity analysis

a. Formulation of errors

The effective emissivity uncertainty d«eff
k
, for each

spectral channel k centered on the wavelength lk, is

composed of three terms inferred from Eq. (1) associ-

ated with errors on the measurement, the background

radiance, and the blackbody radiance, respectively, as

d«meff
k

52(›Rk/›T)[Rk
BG

2Bk(Tc, Zc)]21dTm
k
, (5a)

d«BGeff
k

5 (1 2 «eff
k

)(›Rk
BG

/›T)

3 [Rk
BG
2 Bk(Tc, Zc)]21dTBG

k
, and (5b)

d«BBeff
k

5 «eff
k

[›Bk(T, Zc)/›T]

3 [Rk
BG

2 Bk(Tc, Zc)]21dTBB
k
, (5c)

where the uncertainties in the measured, background,

and blackbody radiances are given in terms of equiva-

lent brightness temperature uncertainties named dTmk
,

dTBGk
, and dT

BBk
, respectively. As seen in Eq. (5), each

term is inversely proportional to the radiative difference

between the background and the target of thermody-

namic temperature Tc(Zc), which implies that the error

will be minimized for elevated clouds of cold thermo-

dynamic temperature relative to the warm background

temperature (surface or low opaque cloud). Figure 6

shows the effective emissivity uncertainty per kelvin

of brightness temperature error d«m
eff

/dT
m

(dotted

lines), d«BGeff/dTBG (dashed lines), and d«BBeff/dTBB

(solid lines) versus the difference between the back-

ground and the blackbody brightness temperatures.

They are computed at 12.05 mm for effective emis-

sivities of 0.1, 0.5, and 0.9. The background radiance

uncertainty (d«BG
eff

/dT
BG

) increases with decreasing

emissivities whereas the blackbody radiance uncertainty

(d«BB
eff

/dT
BB

) does the opposite. As expected from

Eqs. (5a)–(5c) we observe that uncertainties increase

when the background minus blackbody temperature

decreases. From the data shown in Fig. 7, we can see that

this temperature difference (x axis) is on average about

60 K for the four main single-layer cases, namely types

21, 30, 31, and 40 (Table 2) representing typically 20%,

30%, 20%, and 30% of the high-altitude single-layer

cases, respectively. From Fig. 6 we see that the error

should be on the average below 0.02 K21 of brightness

temperature error for each source of uncertainty for

semitransparent and opaque monolayer clouds (types 21

and 40, respectively) and be somewhat larger for STCs

overlying aerosols (type 30) and a low opaque cloud (type

31). This last category will require a careful determi-

nation of the opaque reference. It should be mentioned

that aerosol emissivities are also retrieved for desert

dust. However, as the distance to the surface is small

(about a few kilometers), leading to a low temperature

contrast, the error is much larger than for high-altitude

STCs. Moreover, the surface parameters themselves are

poorly known over land, further increasing the uncertainty

over continents.

The radiometric measurement, equivalent blackbody,

and background brightness temperature errors are dis-

cussed in the three following subsections followed by

a presentation of the overall uncertainty derived from

these three independent contributions.

b. Radiometric measurement error

According to CNES IIR performance assessment re-

ported in Table 1, the instrument exhibits an intrinsic

1-sigma noise equivalent to 0.2–0.3 K for a scene tem-

perature of 210 K that improves to 0.1–0.15 K at 250 K

and above. Because of an additional contribution of

0.1 K of the calibration instability, the overall radiomet-

ric measurement error is 0.22–0.32 K and 0.14–0.18 K at

FIG. 6. Effective emissivity uncertainty per kelvin of tempera-

ture error on the IIR measurement (dotted lines), the background

temperature (dashed lines), and the equivalent blackbody tem-

perature (solid lines) vs the difference between the background

and the blackbody brightness temperatures (y axis) for emissivi-

ties of 0.1 (plus sign), 0.5 (triangle), and 0.9 (cross) for channel

12.05 mm.
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210 and 250 K, respectively. The impact of these errors in

terms of effective emissivity is simulated by assigning to

any measured brightness temperature between 210 and

250 K an error retrieved by linear interpolation.

c. Error on the equivalent blackbody brightness
temperature

As presented in section 3, the equivalent blackbody

temperature is determined from the lidar centroid alti-

tude of the cloud layer. It is computed using the FASRAD

model with a cloud temperature Tc derived from Eq. (3).

Comparing the results from the FASRAD model with

the FASDOM model, which accounts for multiple

scattering, shows that FASRAD will induce an insig-

nificant bias that is lower than 0.5 K for optical depths

larger than 20. The error on the equivalent blackbody

radiance is mostly due to the difference between Tc used

in the IIR algorithm and the ‘‘true’’ blackbody radiative

temperature. Figure 8 shows the 2D distribution of the

difference between the top and centroid altitudes (y axis)

and the difference between the observed and computed

blackbody brightness temperature at 12.05 mm (x axis)

for ice clouds identified as opaque by CALIOP (type 40,

Tc , 233 K) over ocean in January 2011. The possible

variability of the centroid altitude at 1-km resolution

within each 5-km CALIOP segment and any error due to

the GEOS 5 model will contribute to the width of the

distribution. A temperature difference tending to zero is

found for centroid altitudes located 400 m below the top

altitude, corresponding to actual dense clouds barely

penetrated by the CALIOP laser beam. The tempera-

ture difference increases up to 8–10 K, with a peak at

5 K, for more transparent clouds for which centroid al-

titudes are found down to 1.6 km below the tops. This

helps explain the observed several-kelvin temperature

differences, even though a residual bias cannot be ruled

out. The estimation of the error in the blackbody tem-

perature Tc using the lidar centroid approach would then

be varying with the cloud optical depth. It should be

noted that the difference of 0.4 to 1.6 km between cloud

FIG. 7. Distribution of the differences between the background and blackbody brightness temperatures

for the 12.05-mm channel from 50 consecutive orbits (about 3 days) in January 2011 between 308N and

308S for (left to right) the four main ice cloud types identified as target (see text).

FIG. 8. The 2D distribution of the differences between the top

and centroid altitudes (y axis) and the differences between the

observed and computed blackbody brightness temperatures at

12.05 mm (x axis) for ice opaque clouds (type 40; Tc , 233 K) over

ocean in January 2011. The color scale represents the decimal

logarithm of the number of points.
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top and radiative altitude is in agreement with the results

reported by Stubenrauch et al. (2010) and Holz et al.

(2008) for opaque clouds.

d. Error on the background brightness temperature

Upper-layer effective emissivities are retrieved for two

types of background scenes, either the surface or an opa-

que layer, derived either from measurements in neigh-

boring pixels or from FASRAD fed by the GEOS5 model

and surface data (about 90% of the cases). To assess the

quality of the background radiance used to retrieve the

effective emissivities, observed and computed radiances

are compared statistically for scenes containing clear air

(type 10) or only one low-level opaque layer (type 20).

1) SURFACE (CLEAR AIR)

Figure 9 shows the frequency histograms of the dif-

ferences at 12.05 mm between the observed and com-

puted brightness temperatures (noted BTDoc) over

ocean for all pixels identified as ‘‘clear sky’’ in the scene

classification. The histograms are built from the daytime

half orbits of July 2010 (left panel) and January 2011

(right panel) for 308-wide bands of latitude. The largest

number of pixels is obtained in the Southern Hemisphere

FIG. 9. Frequency histograms of the difference between clear-sky observed and computed brightness

temperatures over ocean on (left) July 2010 and (right) January 2011 during daytime. Each row from top

to bottom corresponds to a 308 latitude band from north to south for channel 12.05 mm.

JULY 2012 G A R N I E R E T A L . 1417



in the tropics and at midlatitude because of the ocean

cover. The statistics are poor at 608–908S in July and 608–

908N in January because of prevailing nighttime condi-

tions. For each distribution shown in Fig. 9, Table 4 gives

BTDoc at the peak (BTDocp) and the percentage of

points within 61, 62, and 63 K from the peak. BTDocp

is found smaller than 0.5 K between 608N and 608S and

smaller than 1 K globally, in absolute value. BTDoc is

positive in the Northern Hemisphere in July and 0.3–

0.7 K smaller in January, whereas it is negative in the

Southern Hemisphere in July and 0.6–1 K larger in Jan-

uary. Moreover, the distributions show a tail toward

negative values (down to 210 K) in the winter season of

each hemisphere, especially at midlatitude. These results

can be explained by the residual errors linked to the

surface temperature and water vapor profiles in the

simulations. The negative tail could be partly due to

undetected dense layers at the surface. Table 4 shows that

typically 60% of the points are within BTDocp 6 1 K

between 608S and 608N and 80%–96% of the points are

within BTDocp 6 3 K (mostly dark polar regions ex-

cluded). The results obtained over land are reported in

Table 5, showing significant biases of several kelvins

mainly due to the uncertainty in the surface emissivity

inferred from the IGBP/NSIDC surface type available on

a 109 grid. The bias of 8–9 K in the northern tropics (08–

308N) is due to desert areas where clear-sky conditions

are common. A large dispersion is observed with only

40%–60% of the points within BTDocp 6 5 K.

2) OPAQUE LAYER

When the semitransparent cirrus cloud is above a low

opaque layer, the background reference is computed using

the FASRAD model whenever no suitable neighboring

pixels are found. In this case, the model computes the

cloud opaque radiance, that is, the blackbody radiance as

TABLE 4. Differences between observed and computed brightness temperatures at the peak of each distribution shown in Fig. 9 over ocean

(BTDocp) and percentage of points at 61, 62, and 63 K from the peak.

BTDocp (K) % at peak 6 1 K % at peak 6 2 K % at peak 6 3 K

July 2010

608–908N 0.6 45 72 86

308–608N 0.3 58 82 92

08–308N 0.5 70 91 96

08–308S 20.2 66 83 90

308–608S 20.5 58 74 80

608–908S 20.9 40 54 62

January 2011

608–908N 20.1 32 48 59

308–608N 20.3 54 72 80

08–308N 0.3 66 86 91

08–308S 0.3 69 90 95

308–608S 0.5 60 84 90

608–908S 20.1 60 78 86

TABLE 5. As in Table 4 but over land and percentage of points at 61, 63, and 65 K from the peak.

BTDocp (K) % at peak 6 1 K % at peak 6 3 K % at peak 6 5 K

July 2010

608–908N 20.1 32 49 60

308–608N 0.9 17 30 43

08–308N 8.8 18 34 48

08–308S 1.7 21 38 52

308–608S 0.2 24 44 60

608–908S 1.6 17 32 47

January 2011

608–908N 3.1 14 28 41

308–608N 0.57 19 35 50

08–308N 7.9 23 43 57

08–308S 2.7 15 28 40

308–608S 4.6 15 28 40

608–908S 3.8 26 48 64
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described in section 3. Figure 10 shows the frequency

distribution (left) and cumulative occurrence (right) of the

temperature difference between the observed and com-

puted blackbody brightness temperature at 12.05 mm for

low opaque clouds (type 20) in January 2011, over ocean

between 608S and 608N. The distributions are built at the 1-

km IIR pixel resolution using the centroid altitude and

temperature inferred from the 5-km scene classification.

The possible variability of the centroid altitude at 1-km

resolution within each 5-km segment contributes to the

width of the distribution, which peaks at 21 K with 80% of

the pixels within 64 K. We found that positive differences

prevail at low temperatures, below 240 K, which is similar

to the observations made for the high-altitude opaque

clouds discussed before. The most negative differences are

found for the denser warm clouds exhibiting differences of

only a few hundred of meters between the top and centroid

altitudes. A possible explanation for this negative bias is

a temperature inversion at the top of the cloud not re-

produced in the GEOS 5.2.0 model and leading to a posi-

tively biased centroid temperature.

e. Overall effective emissivity and optical depth
error estimate

For each channel, the overall effective emissivity un-

certainty d«effk
is derived from the three independent

contributions listed above assumed uncorrelated to

maximize the error, so that

d«eff
k

5 [Rk
BG

2 Bk(T, Zc)]21f[(›Rk/›T)dTm]2 1 (1 2 «eff
k
)2[(›Rk

BG
/›T)dTBG]2

1 «2
eff

k
[(›Bk(T, Zc)/›T)dTBB]2g1/2. (6)

Figure 11 shows the overall error estimate at 12.05 mm

versus the difference between the background and

the cloud thermodynamic temperature (y axis). Three

values of effective emissivity are considered: 0.1 (left

panel), 0.5 (center panel), and 0.9 (right panel). Back-

ground (BG) brightness temperature errors of 1, 3, and

5 K are considered to represent the conditions expected

over ocean (1, 3 K), for good cases over land (5 K) and

for low opaque clouds (3, 5 K). The blackbody bright-

ness temperature error is 1 K (Fig. 11a) or 3 K (Fig. 11b)

for the highest emissivity (0.9). The error on the back-

ground brightness temperature is the prevailing source

of uncertainty for low emissivity retrievals. For elevated

clouds allowing a BG minus blackbody temperature

difference greater than 50 K, the uncertainty associated

with an effective emissivity of 0.1 is about 0.02 in the

best conditions (1-K BG error), slightly degrading

to a mean value of 0.05 (0.1) for an error of 3 K (5 K).

The error on the blackbody brightness temperature is

the prevailing source of uncertainty for high emissivity

retrievals (right panel) with no significant impact from

the BG temperature. The uncertainty is smaller than

0.05 for elevated clouds (BG minus blackbody tem-

perature smaller than 50 K) and remains smaller than

0.1 for a BG minus blackbody temperature difference

of 25 K.

The statistical error on the effective optical depth is

derived from Eq. (4) and d«eff at 12.05 mm as follows:

FIG. 10. (left) Frequency distribution and (right) cumulative occurrence of the difference

between observed and computed blackbody brightness temperatures for low opaque clouds

(type 20) in January 2011, over the ocean between 608S and 608N for channel 12.05 mm.
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dODeff 5 d«eff/(1 2 «eff). (7)

Figure 12 shows the overall effective optical depth

relative error derived from Eq. (7) using the same pre-

sentation as in Fig. 11, with the effective emissivities

of 0.1, 0.5, and 0.9 corresponding to effective optical

depths of 0.1, 0.7, and 2.3, respectively. Similar relative

errors are found for optical depths of 0.7 and 2.3, of 5%–

20%. Small effective optical depths of 0.1 can be re-

trieved with an error of 20%–50% for BG errors of 1 K

or even 3 K in case of very cold clouds overlying a warm

surface as found in tropical areas. The error is between

5% and 20% in case of large effective optical depths

(2.3) for blackbody errors of 1 K (3 K) when the BG

minus blackbody temperature remains greater than

20 K (45 K).

7. Results and discussion

As discussed in section 5, the visible optical depth can

be related to the effective optical depth at 12.05 mm

inferred from the effective emissivity with an estimated

2.25 ratio in the tropics for ice crystal diameter larger

than 45 mm. Figure 13 shows the distributions of the

IIR cloud optical depth at 12.05 mm (IIR OD) defined

as 2.25 3 ODeff (top row), and associated uncertainties

(bottom row) between 308N and 308S, at the IIR pixel

resolution and for 50 consecutive orbits in January

2011. The results are shown for scenes composed of one

high STC only (no aerosols) (left, scene 21) and one

high opaque cloud (right, scene 40). The uncertainties

are computed from Eqs. (6) and (7) for several back-

ground and blackbody brightness temperature errors

chosen to represent the expected conditions based on

the sensitivity analysis presented in section 6. They

are plotted for background brightness temperature

errors equal to 1, 3, and 5 K for semitransparent clouds

(type 21) and 1 K for opaque clouds (type 40). Black-

body brightness temperature errors are 1 K for semi-

transparent clouds and 1 or 3 K for opaque clouds.

Negative effective emissivities, which result in no op-

tical depth retrievals, are found in typically 8% (20%)

of the 21 cases over ocean (over land) because of re-

trieved background temperatures larger than the ob-

servations [cf. Eq. (1)]. This qualitatively confirms the

FIG. 11. Overall effective emissivity error vs the difference between the background and the blackbody

brightness temperatures (y axis) for effective emissivities 5 (left) 0.1, (middle) 0.5, and (right) 0.9.

Background brightness temperature errors are 1 K (red), 3 K (green), and 5 K (black). Blackbody

brightness temperature errors are (a) 1 K or (b) 3 K. Channel is 12.05 mm.
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larger background uncertainties above land than above

ocean. Opaque clouds (type 40) have a large range of

optical depths. Here, the optical depth is not retrieved

in typically 10% of the cases due to blackbody tem-

peratures found lower than the observations leading to

effective emissivity values greater than 1. The distri-

bution peaks at total optical depths between 4 and 6.

For optical depths greater than 6.7, or effective emis-

sivities greater than 0.95, the results are very sensitive

to the blackbody brightness temperature used in the

retrieval.

Figure 14 shows the 2D distribution of the IIR cloud

optical depth at 12.05 mm and collocated optical depths

retrieved by CALIOP in the visible channel (532 nm) in

the tropics between 308S and 308N during January 2011

for all the scenes composed of a single high STC (types

21 1 30 1 31; Table 2) well observed by both instru-

ments. We mix here CALIOP optical depths inferred

from two different techniques, which use either a default

or a retrieved lidar ratio (Liu et al. 2005). The latter is

typically applied to nighttime data and optical depths

greater than 0.3. The color code represents the decimal

logarithm of the number of points found at 5 km resolution

in a given range of IIR and CALIOP optical depths.

Black solid lines of slope 1 are superimposed for com-

parison with the anticipated relationship in case of large

ice crystals. The IIR dispersion at low optical depth is

about 0.05–0.2 over sea and 0.1–0.2 over land, consistent

with background brightness temperature errors of 1–5 K

(see Figs. 12 and 13). A very good agreement is observed,

with CALIOP to IIR median ratios of 0.8–1.1 over sea

and 0.8–1 over land for optical depths greater than 0.05

and 0.1, respectively. Results also show a remarkable

sensitivity of both instrument and method. Indeed, even

for small optical depth retrievals, our method produces

results very close to those retrieved with CALIOP, down

to values of 0.05. The comparisons with CALIOP cirrus

cloud optical depths constitute a successful validation of

the IIR retrievals and uncertainty estimates. The disper-

sions are quantitatively explained by the sources of errors

in the IIR retrievals.

Figure 15 shows the frequency distribution of single high

STC IIR optical depths over ocean and land. This distri-

bution exhibits a nearly exponential shape with mean

values respectively equal to 0.47 and 0.59. This difference,

which appears to be due to more frequent very thin cloud

FIG. 12. Overall effective optical depth relative error vs the difference between the background and the

blackbody brightness temperatures (y axis) for ODeff 5 (left) 0.1, (middle) 0.7, and (right) 2.3. Back-

ground brightness temperature errors are 1 K (red), 3 K (green), or 5 K (black). Blackbody brightness

temperature errors are (a) 1 K or (b) 3 K. Channel is 12.05 mm.
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layers over the ocean than over land, may not be signifi-

cant because of the respective sources of uncertainty.

8. Conclusions

The IIR/CALIPSO algorithm for the retrieval of

high-altitude cloud effective emissivity and optical

depth in each IIR channel is designed around the ver-

tically resolved information reported by CALIOP

collocated observations, allowing one to build an IIR

scene classification under the CALIOP track. The

analysis focuses on cirrus clouds when they are found

alone in the atmospheric column or when CALIOP

identifies an opaque cloud underneath. The correction

for the so-called background radiance that would be

observed in the absence of the studied cloud is made

from nearby observations or derived from the FASRAD

model using GMAO GEO5 meteorological data and

surface types from the IGBP–NSIDC products. The

vertical layer structure reported by CALIOP is used to

determine the layer(s) centroid altitude and temperature

inferred from the GMAO GEO5 model to compute the

equivalent blackbody radiance at the top of the atmo-

sphere using the FASRAD model. The analysis is per-

formed for IIR pixels collocated with the CALIOP track

and extended to the neighboring (within 50 km) IIR

swath pixels for which the brightness temperature does

not differ by more than 1 K in average for the 3 IIR

channels. Effective IR optical depths are inferred from

the effective emissivity retrieved in each IIR channel.

They correspond roughly to half of the total optical

depth depending on the atmospheric conditions and ice

crystal sizes. A detailed sensitivity analysis is provided.

The performances improve with the radiative contrast

between the background scene and the studied cloud.

The retrieval of low effective emissivity is mostly sen-

sitive to the correction for the background radiances

whereas the blackbody radiance is the prevailing source

of uncertainty at high emissivity. The blackbody radi-

ance is found in agreement with the observations for

the denser clouds identified as opaque by CALIOP ex-

hibiting a difference of 400 m between the top and

FIG. 13. (top) Distributions of IIR optical depth and (bottom) associated estimated un-

certainties between 308N and 308S for 50 consecutive orbits (about 3 days) in January 2011 and

for (left) scenes composed of one high STC only (scene 21) as compared with (right) one high

opaque cloud (scene 40). Background brightness temperature errors are 1 K (red), 3 K (green),

or 5 K (black) for scenes 21 and 1 K for opaque clouds (scene 40). Blackbody brightness

temperature errors are 1 K for semitransparent clouds (scene 21) and 1 K (red) or 3 K (green)

for scenes 40. Channel is 12.05 mm.
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centroid altitudes. Background brightness tempera-

tures are typically retrieved with a bias from 21 to 1 K

over ocean varying with the latitude and the season

with 60% of the retrieval within 61 K. Larger biases of

several kelvins are observed over land because of er-

rors on surface emissivities. In case of low opaque

clouds, a negative bias of 21 K is observed with a dis-

persion of 64 K.

Comparisons of collocated IIR and CALIOP opti-

cal depths of high-altitude single-layer tropical STCs

for January 2011 show an excellent consistency with the

theoretical analysis. Very good agreement is observed

on average with no significant bias detected. The sen-

sitivity of the method is evidenced by the retrieval of

very small cloud optical depths, very close to CALIOP

ones, down to values of 0.05. Mean IR optical depths

are 0.47 and 0.59 over ocean and over land, re-

spectively. The dispersions at low optical depth are

0.05–0.2 over ocean, and 0.1–0.2 over land. Statistical

analyses over the 5-yr CALIPSO database should al-

low refining these values. Optical depths of 5 on aver-

age are found for CALIOP elevated opaque clouds.

Further improvements will include the use of 1-km-

resolution lidar scene identification and ancillary sur-

face data. Similarly, a deeper analysis is required to

understand and to reduce the differences between ob-

servations and theoretical computations in case of

opaque clouds by incorporating more information from

CALIOP and from the WFC reflectance during day-

time, which in turn will contribute to improve the swath

algorithm.
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