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Abstract

Over the last quarter century, improvements in the determination of the spectroscopic characteristics of the infrared-

active trace species have enhanced our ability to retrieve quantitative distributions of temperatures, clouds, and

abundances for various trace species within the Earth’s atmosphere. These improvements have also allowed for refinements

in the estimates of climatic effects attributed to changes in the Earth’s atmospheric composition. Modeling efforts,

however, have frequently experienced significant delays in assimilating improved spectroscopic information. Such is the

case for highly parameterized models, where considerable effort is typically required to incorporate any revisions. Thus, a

line-by-line radiative transfer model has been used to investigate the magnitude of the effects resulting from modifications

to the spectroscopic information. Calculations from this line-by-line model have demonstrated that recent modifications to

the HITRAN (High Resolution Transmission) line parameters, the continuum formulation, and the CO2 line-mixing

formulation can significantly affect the interpretation of the high spectral resolution radiance and brightness temperature

retrievals. For certain moderate-resolution satellite remote sensing channels, modifications to these spectroscopic

parameters and formulations have shown the capacity to induce changes in the calculated radiances equivalent to

brightness temperature differences of 1–2K. Model calculations have further shown that modifications of the

spectroscopic characteristics tend to have a modest effect on the determination of spectrally integrated radiances, fluxes,

and radiative forcing estimates, with the largest differences being of order 1Wm�2 for the total thermal infrared fluxes,

and of order 2–3% of the calculated radiative forcing at the tropopause attributed to the combined doubling of CO2, N2O,

and CH4. The results from this investigation are intended to function as a guide to differentiate between cases where older

parameterizations provide acceptable results, within specified accuracy bounds, and cases where upgrades to the latest

spectroscopic database are necessary.
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1. Introduction

Investigations based on radiative transfer calculations have established that natural and anthropogenic
perturbations to the abundances of the infrared-active molecular species in the Earth’s atmosphere are capable
of producing radiative forcings that have the potential to significantly affect the climate. Indeed, the observed
increases in the well-mixed greenhouse gases CO2, CH4, and N2O force the climate to a warmer state [1] by
augmenting the absorption and emission of radiation in the Earth’s atmosphere through the excitation and
relaxation of molecular pure-rotation and rotation–vibration transitions. Determining the accuracy of the
radiative transfer calculations, however, remains crucial to improving our understanding of the radiative
forcings and subsequent feedbacks resulting from changes to the composition of the Earth’s atmosphere as
well as other factors such as land use, vegetation cover, and solar insolation.

Currently, the monochromatic model is the most precise method available to calculate the radiative
forcings of the infrared-active trace species. Also known as the line-by-line calculation, this method uses
rigorous techniques to determine the complex relationship between the absorption coefficient and wave
number, with sufficient spectral resolution to accurately compute the spectrum of absorption coefficients.
Nearly two decades ago, the Inter-Comparison of Radiation Codes in Climate Models endeavor [2]
established a fairly high degree of agreement among the participating monochromatic methods for broadband
infrared cases. Nevertheless, this inter-comparison did not constrain the line-by-line calculations sufficiently
to differentiate between the inherent physical differences within the algorithms and mere input and output
choices. In a more carefully controlled inter-comparison experiment, Tjemkes et al. [3] demonstrated that
the current line-by-line models agreed with one another over much of the mid-infrared from 800 to 2600 cm�1.
In addition, by using an empirically tuned water vapor continuum, the line-by-line models were further
shown to agree with measured mid-infrared spectra to within observational accuracy. Shortly thereafter,
in an inter-comparison of six distinct line-by-line models, Kratz et al. [4] demonstrated that, by strictly
controlling model runs, remarkably good agreement among those six models could be achieved for the
far-infrared (100–650 cm�1) computations of both radiances and spectrally integrated radiances. While
differences of order 0.5% were achieved for the radiance computations in the controlled runs, much larger
differences in the radiances were encountered when the selection of molecular absorption bands, altitude
integration methods [5–7], line parameter databases [8], and continuum absorption formulations [9,10]
were not reconciled. Missing absorption bands and simplistic altitude integration schemes are most
frequently issues that only afflict highly parameterized models. In contrast, the primary uncertainties
associated with the line-by-line calculations tend to be related to the accuracy of spectroscopic parameters
used to calculate the radiative effects of the infrared-active species, and the method used to treat the
continuum absorption [11].

Since the publication of the 1982 AFGL (Air Force Geophysical Laboratory) line parameter database [12],
five major editions [8,13–16] of the HITRAN (High Resolution Transmission) database have been released.
Advancements in both theoretical quantum mechanical calculations and laboratory spectral measure-
ments during this time have led to an overall improvement in the accuracy of the line parameters as
well as a substantial increase in the number of reported transitions. To better understand the ramifications
of the changes to the spectral databases, the present work focuses on the impact that improved line para-
meters have both on the low to moderate spectral resolution calculations used to estimate the climatic
effects attributed to changes in the Earth’s atmospheric composition [1], and on the moderate to high
spectral resolution calculations used to retrieve atmospheric temperature profiles and trace gas abundances
and distributions [17]. Section 2 provides a very brief review of the changes in the HITRAN database
over the last quarter century. Then, after a brief summary of the model used in this study, attention is
focused upon the impact that changes to the HITRAN database have upon the results from monochro-
matic calculations for the thermal infrared (0–3000 cm�1). As will be demonstrated, care must be taken
when interpreting the results, since modest changes between successive editions of the database do not
imply the absence of significant changes in future editions. A case study will then be presented for the
spectral intervals in the widely used Fu and Liou model [18], followed by a brief synopses concerning
continuum formulations, line-mixing effects, and HITRAN database uncertainties. Concluding remarks are
provided in Section 5.
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2. Changes to the HITRAN infrared line parameters (1982–2004)

Reliable spectroscopic databases are absolutely essential for calculating accurate transmission spectra of
radiatively active molecular species. Recognized as the international standard, the HITRAN database has
been used for a wide variety of applications including, but not limited to, climate and atmospheric remote
sensing studies, trace gas retrievals, and transmission simulations [8]. Organized into several major
components, the most recent HITRAN compilation consists of individual line parameters for the resolved
molecular transitions spanning the range from the microwave through the infrared and into the visible range,
absorption cross-sections for the unresolved molecular transitions in the infrared, line-coupling parameters for
CO2, individual line parameters and cross-sections for molecular transitions in the ultra-violet, and refractive
indices of aerosols. Even though the acronym, HITRAN, only came into use with the 1986 line compilation
[13], all databases considered in this report were compiled by the same organization. Thus, the HITRAN
designation will be used for all line compilations.

Over the last quarter century, significant improvements have been made to the HITRAN compilation of
spectroscopic parameters, including those which are most critical to radiative transfer calculations such as line
position, line intensity, air-broadened line half-width, and lower state energy. During that time, the size of the
HITRAN database increased substantially, to the extent that by the 2004 edition the line parameter portion of
the database had swollen to 1,789,569 line transitions representing 39 species. The focus of the present study,
however, does not encompass the complete HITRAN database, but rather, is constrained to the thermal
infrared (0–3000 cm�1), as well as to the six species representing the original main gas listing: H2O, CO2, O3,
N2O, CO, and CH4. These trace species account for the climatologically most important molecular line
absorption in the thermal infrared, and except for CO, account for the molecular line absorption that is
typically included in highly parameterized climate models [19]. Even with this constrained focus, the number
of line transitions compiled in the thermal infrared for these six trace species has increased by a factor of 4.5
from 115,200 transitions in the 1982 database to 517,712 transitions in the 2004 database.

Table 1 summarizes the changes that have been made to the thermal infrared portion of the HITRAN
database during the 1982–2004 timeframe with respect to the total number of line transitions, total line
intensities, average line half-widths, and intensity-weighted line half-widths for the species H2O, CO2, O3,
N2O, CO, and CH4. Immediately apparent are the substantial increases, for most species, in the total number
of line transitions, coupled with only modest changes to the integrated total line intensities. Caution must be
exercised, however, when interpreting the total infrared line intensity results, since significant changes in the
individual line intensities can easily be lost in the totals. For instance, the modest differences among the total
infrared line intensities for CO2 obscure the significant modifications that had been implemented into the CO2

line intensities for the 1986 HITRAN database [13] and then again for the 1992 HITRAN database [14,20].
This apparently subtle difference leads to a non-negligible difference in the CO2 calculations using those
editions of the HITRAN database. In addition, for the case of O3, an earlier study [19] implied that an
observed 5% increase in total line intensity for O3 between the 1986 and 1996 HITRAN databases could be
attributed to the large increase in the number of line transitions. The findings of this study demonstrated,
however, that imposing a lower line intensity cutoff of 3� 10�24 to the O3 line intensities in the 1996 HITRAN
database, a criterion that would force the number of lines in that database to be comparable to the number of
lines in the 1986 HITRAN database, only reduced the integrated total line intensities by 0.1%. Thus, a
modification to the individual line intensities, rather than the total number of line transitions, appears to be
the mechanism responsible for increasing the integrated total line intensities [21].

Table 1 also presents average half-width values, which are representative of all the line transitions, and
intensity-weighted average half-width values, which characterize the relatively strong, albeit less prevalent,
radiatively dominant line transitions responsible for the most significant absorption and emission. Even
though a considerable number of additional, mostly weak, line transitions have been incorporated into the
HITRAN database over the last 25 years, the changes to the line half-width averages reported in Table 1 are
dominated by updates to the individual line half-width values. Note that Table 1 does not include the 33,414
O3 line transitions in the pure-rotational band for the very rare isotopologues containing 17O that were
inadvertently assigned line half-width values of 0.000 cm�1 in the 2004 HITRAN database, but which should
have been assigned non-zero default values (L. Rothman, private communications). Inclusion of these O3 line
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Table 1

Summary of the line characteristics for the major infrared absorbers listed in the 1982–2004 HITRAN databases from 0 to 3000 cm�1,

where N is the total number of spectral lines, SS is the sum of line intensities in cm�1 (molecule cm�2) where the values a(b) ¼ a� 10b, Sa/
N, and SSa/SS are the average and line intensity-weighted air-broadened line half-widths in cm�1

HITRAN database N SS Sa/N SSa/SS

Water vapor (H2O)

2004 18,429 6.341(�17) 0.06371 0.07882

2000 16,422 6.359(�17) 0.06196 0.07524

1996 15,571 6.347(�17) 0.06259 0.07557

1992 14,650 6.346(�17) 0.06290 0.07557

1986 14,067 6.325(�17) 0.06077 0.07502

1982 15,505 6.326(�17) 0.06030 0.07504

Carbon dioxide (CO2)

2004 40,095 1.098(�16) 0.07119 0.07358

2000 38,843 1.098(�16) 0.07120 0.07358

1996 38,843 1.098(�16) 0.07120 0.07358

1992 38,845 1.098(�16) 0.07120 0.07358

1986 38,040 1.141(�16) 0.07118 0.07556

1982 36,253 1.149(�16) 0.06869 0.07194

Ozone (O3)

2004 261,878 1.761(�17) 0.07349 0.07640

2000 258,958 1.819(�17) 0.06942 0.07229

1996 258,958 1.819(�17) 0.06942 0.07229

1992 161,525 1.818(�17) 0.06945 0.07229

1986 48,841 1.737(�17) 0.06406 0.06640

1982 42,738 1.789(�17) 0.08589 0.08456

Nitrous oxide (N2O)

2004 32,299 6.967(�17) 0.07490 0.07704

2000 20,828 6.974(�17) 0.07443 0.07656

1996 20,827 6.974(�17) 0.07443 0.07656

1992 20,829 6.973(�17) 0.07443 0.07656

1986 20,829 6.973(�17) 0.07443 0.07656

1982 12,549 7.065(�17) 0.07929 0.08263

Carbon monoxide (CO)

2004 1913 1.012(–17) 0.04935 0.06061

2000 1913 1.012(–17) 0.04794 0.06061

1996 1913 1.012(–17) 0.04794 0.06061

1992 1500 1.052(–17) 0.04894 0.06061

1986 377 9.958(–18) 0.05997 0.06715

1982 377 9.960(–18) 0.05997 0.06715

Methane (CH4)

2004 129,684 8.354(�18) 0.04970 0.05858

2000 37,392 8.440(�18) 0.05336 0.05916

1996 37,392 8.440(�18) 0.05336 0.05916

1992 36,775 8.440(�18) 0.05324 0.05916

1986 10,519 8.295(�18) 0.05836 0.05779

1982 7778 8.253(�18) 0.05309 0.05550

All values are for T ¼ 296K and P ¼ 1013.25hPa.
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transitions has a negligible impact upon the total infrared line intensity and the intensity-weighted average line
half-width for O3; however, inclusion of these O3 line transitions does have a profound impact upon the non-
weighted average line half-width, decreasing that value from 0.07349 to 0.06518 cm�1. Use of the average half-
width value, which includes the default half-width values, can easily lead to a misinterpretation of the results.

While Table 1 highlights the revisions to the HITRAN database that are pertinent to the present study, the
published HITRAN reports [8,12–16], and the references therein, provide detailed discussions concerning the
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updates for all the spectroscopic parameters that are compiled in the various editions of the HITRAN
database.
3. Methods and inputs

Currently, the line-by-line method is the most rigorous approach for theoretically calculating the absorption
coefficients that characterize the spectra of molecular species. Thus, this method is ideal for examining the
magnitude of the radiative effects resulting from changes to the HITRAN database. The present investigation
makes use of the Monochromatic Radiative Transfer Algorithm (MRTA), a line-by-line method originally
developed at SUNY Stony Brook in the 1980s to study the radiative effects of infrared-active gases in
planetary atmospheres. Over the last decade, MRTA has been used to calculate the radiative forcings
attributed to minor trace species [22], to produce correlated k-distribution routines for satellite channels [23],
to model the far-infrared at high spectral resolution [24], and to establish the stability of satellite instruments
[25]. MRTA has also participated in several line-by-line algorithm inter-comparison studies [4,11], which have
clearly demonstrated the ability of this algorithm to agree very favorably with the other participating line-by-
line models.

For molecular species with resolvable line structures, the absorption coefficient can be expressed as

koðp; yÞ ¼
X

i

SiðyÞf i;oðp; yÞ, (1)

where o is the wave number, p is the pressure, y is the temperature, Si(y) is the intensity of the ith line, and
fi,o(p,y) is the line shape factor. Kratz and Rose [23] have provided a detailed description of the method used
in MRTA to calculate the absorption coefficient. To solve Eq. (1) for the absorption coefficients, the line-by-
line method relies on the HITRAN compilations [8,12–16] to provide the line locations, intensities, air-
broadened half-widths, and lower state energies for the major infrared-active species in the Earth’s atmosphere
(see Table 1).

For molecular species with unresolved line structures, high-resolution models frequently resort to
calculating the absorption coefficients directly from the cross-section data, which are also available from the
HITRAN compilations. In the present study, however, the line-by-line method uses a compilation of pseudo-
line parameters provided by P. Varanasi (private communications) that can be incorporated into the model to
solve Eq. (1) in the same manner as the line parameters used for molecular species with resolved line
structures.

Unless otherwise specified, MRTA makes use of the MT_CKD 1.0 continuum formulation [10] to account
for the infrared continuum, and neglects the effects of line mixing, which have a relatively small impact upon
the total infrared flux, and is generally absent from highly parameterized models. The spectral resolution is
taken to be 0.005 cm�1, the zenith and nadir directions are used for radiance calculations, and an 8-point
Gaussian quadrature is used for flux calculations.

The temperatures and pressures required to solve Eq. (1) were obtained from the five McClatchey et al. [26]
climatological profiles: tropical, mid-latitude summer, mid-latitude winter, sub-arctic summer, and sub-arctic
winter. The abundances for H2O and O3 were also obtained directly from the McClatchey et al. [26] profiles,
while the mixing ratios for the well-mixed species were defined to be 0.78084 ppv for N2, 0.20948 ppv for O2,
0.00934 ppv for Ar, 350 ppmv for CO2, 0.31 ppmv for N2O, 0.15 ppmv for CO, and 1.75 ppmv for CH4. In
addition, the mixing ratios for the minor trace species were defined to be 0.268 ppbv for CFC-11, 0.503 ppbv
for CFC-12, 0.105 ppbv for HCFC-22, 0.132 ppbv for CCl4, 0.070 ppbv for CF4, and 0.0025 ppbv for SF6. The
isotopic distribution for each of the species is taken from the HITRAN database (see e.g., Rothman et al. [8],
Table 6). The vertical resolutions for all five profiles were defined to be 1 km from the surface at 0 km to an
altitude of 25 km, and 5 km from 25 km to the top of atmosphere (TOA) at 70 km. The surface emissivity was
taken to be unity, and the calculations were run for clear-sky conditions. Since the calculated results tended to
fall within two classes dependent upon the atmospheric profile: warm–moist (tropical and summer
atmospheres) and cool–dry (winter atmospheres), for brevity, only the results for the tropical and sub-
arctic winter atmospheres are presented.
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4. Effects of input changes on the radiative transfer calculations

To address specific effects that can arise from input changes to the line-by-line calculations, the following
discussion has been divided into seven subsections. The first four subsections deal directly with the radiative
effects resulting from changes to the HITRAN database: the spectral radiances, the broadband fluxes, the
radiative forcing due to increases in trace species amounts, and the widely used Fu and Liou model. The fifth
subsection briefly highlights the radiative effects associated with changes to the continuum formulations, while
the sixth touches upon the impact of CO2 line mixing whose coefficients were first compiled in the 2004
HITRAN database. The final subsection comments on the reported uncertainties in the HITRAN
compilation.
4.1. Spectral radiance calculation results

Spectral radiance calculations have been run for the entire thermal infrared (0–3000 cm�1); however, due to
a combination of low radiances and very small differences below 100 cm�1 and beyond 1700 cm�1, the spectral
radiances are only presented between 100 and 1700 cm�1. Moreover, for clarity, the spectral radiances have
been averaged to a resolution of 1.0 cm�1, a resolution that is comparable to the resolutions of the satellite-
based Atmospheric Infrared Sounder (AIRS) [27] aboard Aqua, the balloon-borne Far-Infrared Spectroscopy
of the Troposphere instrument [28], and the surface-based Atmospheric Emitted Radiance Interferometer
(AERI) [29].
4.1.1. Tropical atmosphere

Fig. 1 illustrates the up-welling TOA nadir radiances and Fig. 2 illustrates the down-welling surface zenith
radiance as calculated for the tropical atmosphere. The upper plots in Figs. 1 and 2 represent the calculated
radiances using the line parameters for H2O, CO2, O3, N2O, CH4, and CO from the 2004 HITRAN database,
along with the pseudo-line parameters for CFC-11, CFC-12, HCFC-22, CCl4, CF4, and SF6, and the
MT_CKD 1.0 continuum. The set of curves in the lower plots of Figs. 1 and 2 represents differences between
calculated radiances for successive pairs of HITRAN databases, from top to bottom: HITRAN
2000–HITRAN 2004, HITRAN 1996–HITRAN 2000, HITRAN 1992–HITRAN 1996, HITRAN
1986–HITRAN 1992, and HITRAN 1982–HITRAN 1986. To distinguish among the five comparison sets,
results have been vertically offset by 0.014, 0.007, 0.0, �0.007, and �0.014Wm�2 sr�1(cm�1)�1, respectively.
In addition, a 4� scaling factor has been applied to the vertical axis in the lower plot as compared with the
upper plot.

The most prominent differences between the calculations using the 1982 and 1986 HITRAN databases for
the up-welling TOA radiances illustrated in the lower plot of Fig. 1 are attributable to the extensive updates to
both the CO2 line parameters, affecting the 550–850 cm�1 spectral range, and the O3 line parameters, affecting
the 950–1100 cm�1 spectral range [13]. To a lesser degree, updates to the H2O line parameters affect the
150–450 cm�1 spectral range in the far-infrared and the 900–1400 cm�1 spectral range in the middle infrared,
while updates to the N2O line parameters in the 1100–1200 and 1250–1350 cm�1 spectral ranges affect the
middle infrared. Because of the substantial opacity due to H2O in the lower tropical troposphere, differences
in the down-welling surface radiances in the lower plot in Fig. 2 are obscured below 700 cm�1, and are
diminished greatly for CO2, O3, and N2O but are enhanced noticeably for H2O between 700 and 1400 cm�1.
Integrated over the entire thermal infrared, the TOA radiances calculated using the 1982 HITRAN database
are underestimated compared with those calculated using the 1986 HITRAN database; similarly, the surface
radiances are overestimated. The significance of these results is further emphasized by examining the
prominent difference features located within the remote sensing bands [20,30] at 722.5 and 791.5 cm�1, which,
respectively, show TOA radiance differences of �0.0025 and �0.0034Wm�2 sr�1(cm�1)�1 corresponding to
brightness temperature differences of �1.86 and �2.25K, and surface radiance differences of 0.0010 and
0.0056Wm�2 sr�1(cm�1)�1 corresponding to brightness temperature differences of 0.62 and 1.67K.
Uncertainties in the brightness temperature retrievals of this magnitude are problematic, especially for
optically thick regions of the spectrum where such differences could affect the interpretation of satellite data.
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Fig. 1. A comparison of TOA radiance calculations over the spectral range from 100 to 1700 cm�1 for the tropical atmosphere. The

spectral curve in the upper plot represents the calculated radiances using the line parameters from the HITRAN 2004 database for H2O,

CO2, O3, N2O, CH4, and CO, along with a static database for the effects of CFC-11, CFC-12, HCFC-22, CCl4, CF4, SF6, and the

MT_CKD 1.0 continuum. The curves in the lower plot represent differences between the HITRAN databases: HITRAN 2000–HITRAN

2004+2d, HITRAN 1996–HITRAN 2000+d, HITRAN 1992–HITRAN 1996, HITRAN 1986–HITRAN 1992�d, and HITRAN

1982–HITRAN 1986�2d, where d ¼ 0.007Wm�2 sr�1(cm�1)�1.

D.P. Kratz / Journal of Quantitative Spectroscopy & Radiative Transfer 109 (2008) 1060–10801066
As can be gleaned from the radiance calculations, updates to the HITRAN database from 1982 to 1986
frequently lead to brightness temperature differences exceeding 1K.

The most prominent differences between the calculations using the 1986 and 1992 HITRAN databases for
the up-welling TOA radiances illustrated in the lower plot of Fig. 1 are attributable to the extensive updates to
both the CO2 line parameters, affecting the 550–850 cm�1 spectral range, and the O3 line parameters, affecting
the 950–1100 cm�1 spectral range [14]. In addition, major updates to the H2O line parameters have signi-
ficantly affected the 1050–1500 cm�1 spectral range, while updates to the CH4 line parameters have affected
the 1250–1400 cm�1 spectral range. The substantial opacity due to H2O in the lower tropical troposphere
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Fig. 2. A comparison of surface radiance calculations analogous to the TOA results presented in Fig. 1.

D.P. Kratz / Journal of Quantitative Spectroscopy & Radiative Transfer 109 (2008) 1060–1080 1067
again causes the differences in the down-welling surface radiances in the lower plot in Fig. 2 to be obscured
below 700 cm�1, and to be diminished greatly for CO2, O3, and CH4 but are enhanced noticeably for
H2O between 700 and 1400 cm�1. Integrated over the entire thermal infrared, the TOA radiances calcu-
lated using the 1986 HITRAN database are overestimated compared with those calculated using the 1992
HITRAN database; similarly, the surface radiances are underestimated. Re-examining the prominent
difference features at 722.5 and 791.5 cm�1, respectively, show TOA radiance differences of 0.0009 and
�0.0023Wm�2sr�1(cm�1)�1 corresponding to brightness temperature differences of 0.78 and �1.52K, and
the surface radiance differences of �0.0005 and 0.0020Wm�2 sr�1(cm�1)�1 corresponding to brightness
temperature differences of �0.32 and 1.33K. The sign change for the radiance difference for the 722.5 cm�1

feature is typical of the compensating differences observed for much of the CO2 and O3 bands. In contrast, the
results for the 791.5 cm�1 feature were additive, further increasing the difference from the 1982 HITRAN
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database. Of note are the difference features between 900 and 1250 cm�1, due mostly to H2O, which are
frequently of greater magnitude than the difference features at 722.5 and 791.5 cm�1 attributed to CO2.

The differences between the calculations using the 1992 and 1996 HITRAN databases for the up-welling
TOA radiances illustrated in the lower plot in Fig. 1 are quite small. For this case, the updates to the H2O line
parameters only slightly affect the 150–450 cm�1 spectral range as well as a few specific wave-number regions
in the infrared window region, and updates to the N2O line parameters only affect the 550–650 cm�1 spectral
range [15]. The rather modest changes implemented into the 1996 HITRAN database along with the
substantial opacity due to H2O in the lower tropical troposphere have resulted in only a small number of H2O-
induced difference appearing in the down-welling surface radiances in the infrared window region as shown in
the lower plot in Fig. 2. The inter-comparison results among the 1986, 1992, and 1996 HITRAN databases
shown in Figs. 1 and 2 are consistent with the results shown in Figs. 3 and 4, respectively, of Pinnock and
Shine [19] even though their study made use of a global, annual mean atmospheric profile instead of a tropical
profile.

The extensive updates to the H2O line parameters between the 1996 and 2000 HITRAN databases [16] are
completely responsible for the differences seen in the up-welling TOA and down-welling surface radiances
affecting the 500–1500 cm�1 spectral range illustrated in the lower plots in Figs. 1 and 2. Although the
differences are confined to just H2O, they are substantial, as can be appreciated by examining the prominent
difference at 948.5 cm�1. In this case, the TOA and surface radiance differences are 0.0018 and
�0.0068Wm�2 sr�1(cm�1)�1, respectively, 2% and 10% of the spectral radiance at that wave-number
location, and correspond to brightness temperature differences of 1.19 and �5.53K.

Differences between the calculations using the 2000 and 2004 HITRAN databases for the up-welling TOA
radiances in the lower plot of Fig. 1 are mostly attributable to major improvements in the H2O line parameters
across the entire thermal infrared but chiefly affect the 100–700 and 1100–1400 cm�1 spectral ranges. In
addition, major improvements in the O3 line parameters also affect the 1000–1100 cm�1 spectral range [8]. The
most notable differences associated with improvements to the H2O line parameters are in the far-infrared
(100–650 cm�1), which further the improvements made to the H2O line parameter in the HITRAN 2000
database for this spectral range which holds great promise for improving our understanding of the Earth’s
climate [31,32]. As previously noted, however, the substantial opacity attributed to H2O in the lower tropical
troposphere obscures the differences in the down-welling surface radiances below 700 cm�1.

4.1.2. Sub-arctic winter atmosphere

While warm, moist atmospheric conditions are opaque to far-infrared radiation, cold, dry atmospheric
conditions tend to be noticeably less affected by water vapor absorption [29]. Thus, re-examining the
difference calculations using the cool, dry conditions in the sub-arctic winter can provide an alternate
perspective [4] of the effects caused by changes in the HITRAN compilations. As anticipated [4], the
differences in the up-welling TOA radiance calculations for the sub-arctic winter atmosphere, as shown in
Fig. 3, are fairly similar to, albeit noticeably smaller than, those encountered for the tropical atmosphere in
Fig. 1. At this stage, there appears to be merit to the conclusion drawn by Pinnock and Shine [19] that
‘‘the sub-arctic winter atmosphere is the least sensitive to the HITRAN changes simply because the irradiances
are smaller in the spectral regions, such as in the water vapor window where the changes have the largest
effect.’’ The comparison of the down-welling surface radiances in Fig. 4 for the sub-arctic winter atmosphere
to those in Fig. 2 for the tropical atmosphere, however, dramatically demonstrates that the sub-arctic
winter atmosphere can, at times, actually be more sensitive to the changes in the HITRAN line parameters
than the tropical atmosphere. This is most evident when comparing the radiance differences attributed to
changes in the H2O line parameters within the 400–600 cm�1 spectral range. Indeed, the radiance differ-
ences shown in Fig. 4 between the 2000 and 2004 HITRAN databases, and between the 1996 and 2000
HITRAN databases for the sub-arctic winter atmosphere are among the most prominent in this study.
In contrast, the down-welling surface radiance differences shown in Fig. 2 for the tropical atmosphere
reveal virtually no sensitivity to the changes in the H2O line parameters in the far-infrared. In addition,
the comparison between Figs. 4 and 2 also reveals that the radiative effects of changes to the CO2 line
parameters between 550 and 850 cm�1 and to the O3 line parameters between 950 and 1100 cm�1 are much
more distinct in Fig. 4.
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Fig. 3. A comparison of TOA radiance calculations for the sub-arctic winter atmosphere analogous to the results presented in Fig. 1 for

the tropical atmosphere.
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The difference between the sensitivity of the tropical (Figs. 1 and 2) and sub-arctic winter atmospheres (Figs. 3
and 4) to the changes in the H2O line parameters between the 2000 and 2004 HITRAN can be further appreciated
by examining the prominent difference at 437.5 cm�1. In this case, the TOA and surface radiance differences
using the tropical atmosphere are �0.0015 and 0.0001Wm�2 sr�1(cm�1)�1, respectively, 1.4% and 0.05%
of the spectral radiance, which correspond to brightness temperature differences of �1.48 and 0.06K. However,
the TOA and surface radiance differences using the sub-arctic winter atmosphere are �0.0005 and
0.0048Wm�2 sr�1(cm�1)�1, respectively, 0.5% and 6.4% of the spectral radiance, and correspond to brightness
temperature differences of �0.47 and 5.27K. Thus, the higher H2O amounts and temperature difference between
the surface and TOA in the tropical atmosphere produce a larger TOA signal; however, the higher H2O amounts
also obscure any signal at the surface. In contrast, the lower H2O amounts in the sub-arctic winter atmosphere
produce a larger signal at the surface but also produce a smaller TOA signal. Thus, the conclusion drawn by
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Fig. 4. A comparison of surface radiance calculations for the sub-arctic winter atmosphere analogous to the results presented in Fig. 3 for

the tropical atmosphere.
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Pinnock and Shine concerning the sub-arctic winter atmosphere is misleading since the sub-arctic winter
atmosphere is not always the least sensitive to changes in the HITRAN database, especially with regard to down-
welling radiances in the far-infrared, and the H2O amount appears to be of comparable importance to the
magnitude of the thermal emitted energy in revealing the effects of changes to the HITRAN database. Moreover,
many of the radiance differences resulting from the difference line parameters in the various HITRAN databases
are located outside of the infrared window region (830–1250 cm�1).

4.2. Integrated flux calculation results

While spectral radiance calculations provide a measure of the degree to which changes in the line parameters
can affect the interpretation of satellite retrievals, flux calculations emphasize the impact that changes to the
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Table 2

Comparison of fluxes (Wm�2) calculated for the spectral range from 0 to 3000 cm�1

HITRAN database Fup (TOA) Fnet (Tropopause) Fdn (Surface)

Tropical (TRO)

2004 287.366 276.224 394.560

2000–2004 0.214 0.227 �0.057

1996–2004 0.439 0.456 �0.389

1992–2004 0.447 0.473 �0.390

1986–2004 1.369 1.309 �1.475

1982–2004 0.279 0.511 �1.071

Sub-arctic winter (SAW)

2004 198.016 171.071 174.619

2000–2004 0.091 0.262 �0.260

1996–2004 0.149 0.331 �0.713

1992–2004 0.151 0.359 �0.706

1986–2004 0.425 0.681 �1.026

1982–2004 �0.062 0.190 �0.493

Calculations include the line parameters of H2O, CO2, O3, N2O, CO, and CH4 from the designated HITRAN database as well as a static

database for the effects of CFC-11, CFC-12, HCFC-22, CCl4, CF4, SF6, and the MT_CKD 1.0 continuum.
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HITRAN database have on climate calculations. Table 2 presents line-by-line calculations for the up-welling
TOA fluxes (Fup), net tropopause fluxes (Fnet), and down-welling surface fluxes (Fdn) covering the entire
thermal infrared (0–3000 cm�1) for the tropical and sub-arctic winter atmospheres. The tropopause altitude
has been taken to be 17 km for the tropical atmosphere, and 9 km for the sub-arctic winter atmosphere. To
elucidate the effects of the changes in the line parameter compilations, fluxes calculated using the 2004
HITRAN database are presented along with the flux differences between the older HITRAN databases and
the 2004 HITRAN database. Among the four most recent line compilations, there appears to be a fairly
systematic convergence toward the results using the 2004 HITRAN database with flux differences being of
order 0.1–0.5Wm�2 for the tropical atmosphere and 0.1–0.7Wm�2 for the sub-arctic winter atmosphere.
Calculations using the 1986 HITRAN database, however, compare less favorably, yielding flux differences of
order 1.3–1.5Wm�2 for the tropical atmosphere and 0.4–1.0Wm�2 for the sub-arctic winter atmosphere. In
contrast, the use of the 1982 database appears to be an improvement upon the 1986 HITRAN database,
producing flux differences of order 0.3–1.1Wm�2 for the tropical atmosphere and 0.1–0.5Wm�2 for the sub-
arctic winter atmosphere. As will be demonstrated, however, dividing the thermal infrared into subintervals
reveals this to be a serendipitous cancellation of errors.

To gain a better understanding of the results shown in Table 2, flux calculations were also run for several intervals
subdividing the thermal infrared. The results for two of the subintervals, the far-infrared (100–650 cm�1) and the
Clouds and the Earth’s Radiant Energy System (CERES) window channel [25,33] (848–1235 cm�1), are,
respectively, shown in Tables 3 and 4 using the same format as used for Table 2. As anticipated from Figs. 1–4, the
results in Table 3 pertaining to the four oldest line compilations demonstrate little sensitivity to changes in the line
parameters in the far-infrared, while the flux differences associated with the use of the 2000 HITRAN database are
intermediate between the older databases and the 2004 HITRAN database. In addition, nearly all of the broadband
thermal infrared flux differences shown in Table 2 between the 2004 HITRAN database and the three previous
databases (1992, 1996, and 2000) occur in the far-infrared, with one notable exception, the down-welling flux at the
surface in the tropical atmosphere. As previously noted, the extreme H2O opacity of the far-infrared portion of the
tropical atmosphere obscures nearly any difference caused by changes in the line parameters. As anticipated from
the results in Tables 2 and 3, the results in Table 4 show little sensitivity among the four most recent line
compilations with the exception of the down-welling flux in the tropical atmosphere where nearly 45% of the
broadband thermal infrared flux differences between the 1992 and 2004 HITRAN databases are taken into account
inside the infrared window region. In contrast, the flux differences in the infrared window region between the two
oldest line compilations and the 1992 HITRAN database account for a significant fraction of the flux differences
between the two oldest line compilations and the 2004 HITRAN database for the entire thermal infrared.
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Table 3

Comparison of fluxes (Wm�2) calculated for the spectral range from 100 to 650 cm�1

HITRAN database Fup (TOA) Fnet (Tropopause) Fdn (Surface)

Tropical (TRO)

2004 120.120 114.256 189.315

2000–2004 0.189 0.248 �0.015

1996–2004 0.369 0.432 �0.038

1992–2004 0.377 0.451 �0.039

1986–2004 0.409 0.464 �0.039

1982–2004 0.436 0.507 �0.039

Sub-arctic winter (SAW)

2004 105.234 86.907 119.801

2000–2004 0.105 0.286 �0.282

1996–2004 0.179 0.371 �0.638

1992–2004 0.182 0.401 �0.631

1986–2004 0.199 0.427 �0.657

1982–2004 0.217 0.454 �0.668

Table 4

Comparison of fluxes (Wm�2) calculated for the spectral range from 848 to 1235 cm�1 (CERES Window)

HITRAN database Fup (TOA) Fnet (Tropopause) Fdn (Surface)

Tropical (TRO)

2004 92.850 95.702 62.137

2000–2004 �0.008 �0.055 �0.029

1996–2004 0.043 �0.005 �0.173

1992–2004 0.043 �0.004 �0.175

1986–2004 0.618 0.478 �1.131

1982–2004 �0.009 0.132 �0.875

Sub-arctic winter (SAW)

2004 44.759 46.230 6.407

2000–2004 �0.010 �0.022 0.020

1996–2004 �0.011 �0.023 0.011

1992–2004 �0.011 �0.023 0.011

1986–2004 0.136 0.089 �0.201

1982–2004 �0.155 �0.096 �0.002

Calculations include the line parameters of H2O, CO2, O3, N2O, CO, and CH4 from the designated HITRAN database as well as a static

database for the effects of CFC-11, CFC-12, HCFC-22, CCl4, CF4, SF6, and the MT_CKD 1.0 continuum.
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Table 5 provides a synopsis of the relative contributions of the microwave (0–100 cm�1), far-infrared
(100–650 cm�1), 15 mm CO2 (650–848 cm

�1), CERES infrared window (848–1235 cm�1), and middle-infrared
(1235–3000 cm�1) bands as compared with the total thermal infrared (0–3000 cm�1) for the flux differences
between the 1982 and 2004 HITRAN databases. The extremely large fractional contributions, frequently
exceeding 1.0, demonstrate that the apparently reasonable agreement in Table 2 between the 1982 and 2004
HITRAN databases, especially for the up-welling fluxes, is an artifact produced by the cancellation of
significant differences. Comparisons between the other line compilations and the 2004 HITRAN database do
not show such large compensations, and thus, flux differences for those cases in Table 2 are fairly accurate
representations of the differences among those databases.

4.3. Radiative forcing: doubling of CO2, N2O, and CH4

The most significant and best understood anthropogenic forcing of the Earth’s climate has been attributed
to radiative effects caused by increases in the concentrations of the infrared-active trace species CO2, N2O,
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Table 5

Fractional change [(F1982(Do)�F2004(Do))/(F1982(TIR)�F2004(TIR))] of the calculated fluxes associated with the spectral intervals within

the infrared versus the total infrared (TIR ¼ 0–3000 cm�1) and attributed to the substitution of the 1982 HITRAN database for the 2004

HITRAN database

Do (cm�1) Rup (TOA) Rnet (Tropopause) Rdn (Surface)

Tropical (TRO)

0–100 0.0065 0.0041 0.0000

100–650 1.5630 0.9933 0.0369

650–848 �0.7420 �0.3764 0.1384

848–1235 �0.0327 0.2584 0.8171

1235–3000 0.2052 0.1206 0.0076

Sub-arctic winter (SAW)

0–100 �0.0178 0.0326 0.0000

100–650 �3.5105 2.3884 1.3578

650–848 2.4637 �1.1147 �0.3785

848–1235 2.5073 �0.5042 0.0026

1235–3000 �0.4427 0.1979 0.0181

Calculations include the line parameters for H2O, CO2, O3, N2O, CO, and CH4, as well as a static database for the effects of CFC-11,

CFC-12, HCFC-22, CCl4, CF4, SF6, and the MT_CKD 1.0 continuum.
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CH4, CFC-11, and CFC-12 [11]. To assess the accuracy of model simulations of past, present, and future
climate conditions, Collins et al. [11] formulated a study to inter-compare the radiative forcing computations
from benchmark line-by-line methods and parameterized algorithms used in coupled atmosphere–ocean
general circulation models. Although this inter-comparison study found excellent agreement among the
benchmark line-by-line calculations, there were significant discrepancies among the parameterized model
results, as well as between the line-by-line calculations and the parameterized model results. While some of the
discrepancies could be explained, Collins et al. [11] concluded that imprecise simulations of the radiative
effects attributed to increases in the infrared-active trace species would have ‘‘significant implications for the
interpretation of climate change simulations.’’ Thus, to estimate the potential contribution that changes in
the HITRAN compilation have in causing these discrepancies, line-by-line calculations were run to determine
the thermal infrared radiative forcing due to the simultaneous doubling of the mixing ratios of CO2

(350–700 ppmv), N2O (0.31–0.62 ppmv), and CH4 (1.75–3.50 ppmv). This study has adopted the Collins et al.
[11] definition for radiative forcing: an instantaneous change in fluxes without stratospheric adjustment. Thus,
the present results are directly comparable to the results in the Collins et al. report [11], but not to the results in
the IPCC 2007 report [1].

The results, summarized in Table 6, clearly show that the differences in the radiative forcing calculations
using the various HITRAN databases are small fractions of the total radiative forcing. Indeed, changes to the
HITRAN database induce noticeably smaller differences among the radiative forcing calculations in Table 6
than among the radiative flux differences in Table 2, especially among the four most recent HITRAN
databases where the radiative forcing differences are frequently much less than 0.1Wm�2. Even the largest
overall radiative forcing difference, 0.252Wm�2 between the 1982 and 2004 HITRAN databases for the net
forcing at the tropopause in the tropical atmosphere, cannot explain the range in radiative forcing projections
computed using highly parameterized models [1]. Additional calculations involving the doubling of CO2, N2O,
and CH4, separately, as well as calculations simulating the precise conditions considered by Collins et al. [11]
have produced similar conclusions. Indeed, for case 2b-1a of Collins et al. [11], a doubling of the CO2 mixing
ratio from 287 to 574 ppmv, even the largest radiative forcing difference, 0.131Wm�2, is quite small when
compared with the reported spread of parameterized model results in their Fig. 4 [11]. Thus, the differences in
the line parameters from the HITRAN database are not the source of the significant discrepancies in the
parameterized model radiative forcing calculations, a conclusion consistent with the Forster et al. [1]
assessment.
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Table 6

Comparison of radiative forcings (Wm�2) calculated for a doubling of CO2, CH4, and N2O for the spectral range from 0 to 3000 cm�1

HITRAN database Fup (TOA) Fnet (Tropopause) Fdn (Surface)

Tropical (TRO)

2004 �4.762 �7.360 1.839

2000–2004 �0.019 �0.019 0.001

1996–2004 �0.034 �0.034 0.015

1992–2004 �0.043 �0.045 0.015

1986–2004 �0.139 �0.130 0.124

1982–2004 �0.230 �0.252 0.152

Sub-arctic winter (SAW)

2004 �2.391 �4.496 3.230

2000–2004 �0.006 �0.008 0.035

1996–2004 �0.010 �0.012 0.081

1992–2004 �0.017 –0.022 0.091

1986–2004 –0.036 –0.040 0.207

1982–2004 –0.080 –0.095 0.236

Calculations include the line parameters of H2O, CO2, O3, N2O, CO, and CH4 from the designated HITRAN database as well as a static

database for the effects of CFC-11, CFC-12, HCFC-22, CCl4, CF4, SF6, and the MT_CKD 1.0 continuum.
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4.4. Calculations for the Fu and Liou infrared spectral intervals

The Fu and Liou [18] radiative transfer model has proven to be a valuable tool for studies ranging
from the theoretical investigation of cirrus clouds [7] to the derivation of surface and atmospheric
radiation budget values from satellite-measured radiances [34]. At the core of the Fu and Liou [18]
model is an algorithm based on correlated k-distribution coefficients that were derived using the 1982
version of the HITRAN database. Considering the significant improvements in the line parameter
compilations since the release of the 1982 HITRAN database, and the observed discrepancies between
the results of the 1982 database and the most recent line parameter compilation (see Figs. 1–4, Tables 2–5),
there is concern that the correlated k-distribution coefficients may need to be re-derived. Table 7 shows
the percentage differences derived for each of the 12 thermal infrared bands considered by Fu
and Liou [18]. Unlike Table 5, which examines the fractional contribution of each interval to the
total difference, Table 7 merely provides the percentage differences encountered in each interval when using
the 1982 line parameters rather than the 2004 line parameters. The largest difference, �2.5%, occurs
at the surface in the tropical atmosphere for the 1100–1250 cm�1 interval, and corresponds to a differ-
ence of �0.47Wm�2 in the down-welling surface flux. This discrepancy exceeds the 1% accuracy achievable
with correlated k-distribution models [35], and thus implies that revision with the most recent line para-
meters may be warranted. Nevertheless, when taken in combination with the other thermal infrared
intervals used in the Fu and Liou model, the difference between the 1982 and 2004 HITRAN databases has
been found to be less than 1% (see e.g., Table 2). Thus, for calculations requiring thermal infrared fluxes
with accuracies of order 1Wm�2, the use of the 1982 HITRAN database in the creation of the corre-
lated k-distribution coefficients should not be the driving force behind an initiative to upgrade the Fu and
Liou model.

4.5. Effects of changes to the continuum formulations

Although the HITRAN database does not currently compile spectroscopic parameters for the infrared and
visible continuum, which has been attributed to non-Lorentzian far wing line shapes [5], radiative transfer
models must accurately account for the substantial opacity attributed to the continuum. To satisfy this need,
Atmospheric and Environmental Research provides a continuum code as part of their collection of radiative
transfer models and databases [10]. Analogous to the HITRAN line parameter compilations, as new
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Table 7

Percentage change [100(F1982(Do)/F2004(Do)�1.0)] in the calculated fluxes for the infrared spectral intervals (given in cm�1) associated

with the Fu and Liou [18] model and attributed to the substitution of the 1982 HITRAN database for the 2004 HITRAN database

Do (cm�1) Rup (TOA) Rnet (Tropopause) Rdn (Surface)

Tropical (TRO)

0–280 0.155 0.405 0.000

280–400 0.142 0.191 0.000

400–540 0.224 0.235 �0.005

540–670 0.852 1.071 �0.058

670–800 �0.618 �0.716 �0.162

800–980 0.090 0.091 �0.737

980–1110 �0.588 �0.185 �0.875

1100–1250 0.314 0.480 �2.513

1250–1400 0.125 0.153 �0.101

1400–1700 0.957 1.018 �0.006

1700–1900 0.423 0.433 �0.005

1900–2200 0.007 0.004 0.205

Sub-arctic winter (SAW)

0–280 0.099 1.405 0.001

280–400 0.129 0.377 �0.001

400–540 0.155 0.205 �0.680

540–670 0.410 0.828 �1.252

670–800 �0.640 �1.209 0.711

800–980 �0.046 �0.044 1.319

980–1100 �0.860 �0.530 1.223

1100–1250 �0.450 �0.196 �2.485

1250–1400 �0.041 0.014 �0.061

1400–1700 0.853 1.156 0.008

1700–1900 0.369 0.427 �0.043

1900–2200 1.096 �0.045 �0.311

Calculations include the line parameters for H2O, CO2, O3, N2O, CO, and CH4, as well as a static database for the effects of CFC-11,

CFC-12, HCFC-22, CCl4, CF4, SF6, and the MT_CKD 1.0 continuum.
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spectroscopic measurements have become available, the algorithms and requisite datasets describing the
continuum have undergone significant modifications [10]. The importance of the updates to the continuum
formulations is apparent from a recent far-infrared inter-comparison study [4], which reported that the most
energetically significant differences among the participating line-by-line models could be attributed to the
choice of continuum code.

Table 8 summarizes the total thermal infrared fluxes that were calculated using the MT_CKD 1.0
continuum code [10], which has been used for most of the calculations in this study, along with the differences
between that set of fluxes and the fluxes calculated using the recently released MT_CKD 1.2 continuum code,
two CKD continuum codes [5], and the classic RSB continuum algorithm [36]. With the exception of the RSB
continuum code, the differences among the various continuum codes are comparable to the differences shown
in Table 2 for the differences among the flux calculations using the various HITRAN databases. The larger
discrepancies in the calculations based on the RSB continuum can be attributed to that algorithm’s use of a
very simple formula that calculates only the water vapor continuum absorption in the infrared window region.
In contrast, the MT_CKD and CKD continua are calculated using highly sophisticated, physically consistent
algorithms that take into consideration the continuum absorption features of water vapor, carbon dioxide,
ozone, oxygen, and nitrogen. Additional calculations, not presented here, have demonstrated that nearly all of
the differences between MT_CKD 1.0 and 1.2 continuum results are in the far-infrared, while the differences
between MT_CKD 1.0 and the other continuum codes occur both in the far-infrared and in the mid-infrared.
For further information concerning the continuum formulations, the reader is directed to Clough et al. [10]
and the references therein.
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Table 8

Comparison of fluxes (Wm�2) calculated for the spectral range from 0 to 3000 cm�1 used to examine the effects of changes to the

continuum code

Continuum formulation Fup (TOA) Fnet (Tropopause) Fdn (Surface)

Tropical (TRO)

MT_CKD1.0 287.366 276.224 394.560

MT_CKD1.2–MT_CKD1.0 0.214 0.181 �0.005

CKD2.4–MT_CKD1.0 0.690 0.723 �0.550

CKD2.1–MT_CKD1.0 �0.484 �0.394 �0.500

RSB–MT_CKD1.0 2.780 2.920 1.096

Sub-arctic winter (SAW)

MT_CKD1.0 198.016 171.071 174.619

MT_CKD1.2–MT_CKD1.0 0.169 0.112 �0.344

CKD2.4–MT_CKD1.0 0.295 0.206 �0.954

CKD2.1–MT_CKD1.0 �0.688 �1.195 �0.116

RSB–MT_CKD1.0 1.642 2.926 �2.716

Calculations include the line parameters of H2O, CO2, O3, N2O, CO, and CH4 from the 2004 HITRAN database as well as a static

database for the effects of CFC-11, CFC-12, HCFC-22, CCl4, CF4, SF6, and the designated continuum.

Table 9

Comparison of fluxes (Wm�2) calculated for the spectral range from 0 to 3000 cm�1 used to examine the effects of first-order CO2 line

mixing according to (1) Strow et al. [40] and (2) Rodrigues et al. [37]

Line mixing formulation Fup (TOA) Fnet (Tropopause) Fdn (Surface)

Tropical (TRO)

287.366 276.224 394.560

CO2 line mixing (1) 287.699 276.338 394.532

CO2 line mixing (2) 287.694 276.329 394.528

Sub-arctic winter (SAW)

198.016 171.071 174.619

CO2 line mixing (1) 198.147 171.231 174.516

CO2 line mixing (2) 198.141 171.222 174.522

Calculations include the line parameters of H2O, CO2, O3, N2O, CO, and CH4 from the 2004 HITRAN database as well as a static

database for the effects of CFC-11, CFC-12, HCFC-22, CCl4, CF4, SF6, and the MT_CKD1.0 continuum.
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4.6. Effects of first order CO2 line mixing

The 2004 HITRAN database is the first HITRAN compilation to provide line-mixing data for the
Q-branches of CO2 [8]. In addition to the downloadable directories of subroutines and data files, which are based
on the research by Hartmann and collaborators [37,38], the 2004 HITRAN database also includes a detailed
guide for implementing the line-mixing data into line-by-line codes. The two most prominent CO2 line-mixing
features in the thermal infrared appear at 618 and 721 cm�1. Calculations have shown that neglecting CO2 line
mixing can significantly affect the up-welling and down-welling radiances [4], and, as a consequence, can
significantly affect remote sensing retrievals, especially at high resolution. Indeed, neglecting CO2 line mixing can
cause brightness temperature discrepancies of order 5–10K at a resolution of 0.005 cm�1, and can even produce
a 1K underestimation of the TOA brightness temperature retrieval for band 35 (710.0–725.5 cm�1) of the
satellite-based Moderate Resolution Imaging Spectrometer (MODIS) [39] on Aqua and Terra. Integrating
over the entire thermal infrared (see Table 9), however, reveals that neglecting CO2 line mixing induces only a
modest effect on the fluxes for both the tropical atmosphere: Fup(TOA) ¼ �0.33Wm�2, Fdn(Surface) ¼
+0.03Wm�2, and the sub-arctic winter atmosphere: Fup(TOA) ¼ �0.13Wm�2, Fdn(Surface) ¼+0.10Wm�2.
An inter-comparison of the first-order CO2 line-mixing approaches of Strow et al. [40] and Rodrigues et al. [37]
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Table 10

Estimates of the average percent uncertainty for line intensity (S), air-broadened half-width (gair), and temperature-dependence of half-

width (nair) for the total number (N) of thermal infrared (0–3000 cm�1) spectral lines in the 2004 HITRAN compilation

Species N S gair nair

H2O 18,429 10–20 5–10 10–20

CO2 40,095 5–10 5–10 5–10

O3 261,878 10–20 10–20

N2O 32,299 2–5 2–5 5–10

CO 1913 1–2 2–5 10–20

CH4 129,684 10–20 X20

Blank fields indicate a high percentage of unreported, unavailable, or estimated uncertainty ranges.
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reveals very small flux differences, which are less than 0.01Wm�2 for both the tropical and sub-arctic winter
atmospheres. Despite this small flux difference, these first-order approaches still have the capability of producing
significant brightness temperature differences of order 1K.

4.7. Uncertainties in the HITRAN line parameters

Pinnock and Shine [19] have presented a fairly thorough analysis of the radiative effects associated with the
uncertainties in the line parameters. In their study, the authors considered both correlated uncertainties that
result in systematic offsets, and uncorrelated uncertainties that result in random effects. Given reasonable
estimates of the uncertainties, which they took to be 5% for the line intensity and 10% for the line half-width,
the authors postulated that the errors in the line parameters should be bound between their systematic and
random extremes. The results for the sum of line intensities and the average line half-widths presented in Table
1 support their hypothesis as being reasonable.

Uncertainty indices have been reported on the HITRAN database for the line positions (o), intensities (S),
and air-broadened half-widths (gair) since 1986, and for the self-broadened half-widths (gself), the temperature
dependences of the half-widths (nair), and the pressure-induced line shifts (dair) since 2000. Average values are
summarized in Table 10 for several of the uncertainty indices reported in the 2004 HITRAN compilation [8].
These results suggest that the random errors for the line intensities may be somewhat larger than 5% for
several of the major infrared-active species. Even if the uncertainties are constrained to neglect line transitions
that have line intensity uncertainties classified as unreported, unavailable, or estimated (see Table 5, Rothman
et al.[8]), the average uncertainty index for the line intensities correspond to uncertainties in the 5–10% range
for H2O, CO2, and O3, and in the 10–20% range for CH4. Since no reasonable criteria are available to
determine the degree to which the uncertainties are correlated, the present study remained focused solely upon
the differences among the reported HITRAN databases.

5. Conclusions

The present study has determined that changes to the spectroscopic parameters, such as the line parameters
in the HITRAN database, the continuum formulation, and the CO2 line-mixing formulation, can profoundly
influence the interpretation of high spectral resolution radiance measurements such as those taken by AIRS
aboard the Aqua satellite, and AERI from the Earth’s surface. Even retrievals from moderate-resolution
instruments such as MODIS aboard the Aqua and Terra satellites can be noticeably affected, especially for the
optically thick cloud-top altitude bands, such as those around 750 cm�1. In contrast, changes to the HITRAN
database only modestly affect broadband retrievals of integrated radiances, such as those taken by CERES
aboard the Aqua and Terra satellites. Indeed, the differences among the four most recent line compilations for
the simulated CERES window channel TOA radiances and fluxes tended to be significantly better than 0.1%.

The substantial changes to the HITRAN line parameters from 1982 to 1992, most notably CO2 in the
550–850 cm�1 range, O3 in the 950–1100 cm�1 range, and H2O in the 900–1500 cm�1 region, have induced only
modest differences, of order 1Wm–2, in the calculation of the total thermal infrared flux. This apparently
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good agreement, however, is an artifact of a cancellation of much larger differences for the subintervals
constituting the thermal infrared. Indeed, for calculations comparing the 1982 and 2004 HITRAN databases,
the fractional differences for the spectral subintervals can be several times greater than the fractional
difference for the entire thermal infrared. In contrast, among the four most recent HITRAN databases there
appears to be a fairly systematic convergence toward the results based on the 2004 HITRAN database.

The present study has also found that the cool, dry sub-arctic winter atmosphere can be as sensitive to
changes in the HITRAN database as the warm, moist tropical atmosphere. This result, which is contrary to a
conclusion from an earlier study, has been attributed not only to the sub-arctic winter atmosphere having
noticeably less opacity than the tropical atmosphere, especially in the 400–600 cm�1 range, but also to the H2O
line parameters in the far-infrared having been significantly updated since the earlier study was published.
Indeed, calculations have shown that nearly all of the broadband thermal infrared differences among the four
most recent HITRAN databases can be ascribed to changes in the H2O line parameters in the far-infrared. The
notable exception is the down-welling flux at the surface for the tropical atmosphere where the differences are
equally divided between the line parameter changes in the infrared window and middle infrared
(1235–3000 cm�1). The magnitude of the changes attributed to the previously unrealized discrepancies in
the far-infrared H2O line parameters emphasizes the need to continue the far-infrared spectroscopic field
measurements under cold, very dry conditions.

Calculations of the radiative forcing due to a simultaneous doubling of CO2, N2O, and CH4 have shown
that differences in the radiative forcing calculations using the various HITRAN databases are small fractions
of the total radiative forcing. Even the largest overall radiative forcing induced by differences among the
HITRAN databases is considerably smaller than the range reported for the modeled radiative forcing
estimates. Thus, the line parameter updates to the HITRAN database are not a significant source for
discrepancies in the radiative forcing calculations appearing in the Intergovernmental Panel on Climate
Change reports.

An inter-comparison between the flux calculations using the 1982 and 2004 HITRAN databases has shown
that several of the thermal infrared intervals in the Fu and Liou model produce discrepancies that exceed the
1% accuracy achievable with correlated k-distribution models. Nevertheless, integration over the entire
thermal infrared produces flux differences of order 1Wm�2. Thus, upgrading the Fu and Liou correlated
k-distribution coefficients, which are based on the 1982 HITRAN database, may not be necessary unless
accuracies better than 1Wm�2 are required.

Differences among the continuum formulations subsequent to the CKD 2.1 code tend to be comparable to
the differences among the various HITRAN databases; however, use of the older RSB continuum formula
produces significantly larger flux differences. Thus, replacement of the RSB continuum is warranted. Inclusion
of line mixing for the Q-branches of CO2 is a welcome addition to the HITRAN database; especially
considering the significant impact that line mixing has upon satellite retrievals of CO2 abundances and
atmospheric temperature profiles, both of which are critical to understanding climate change effects.
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