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Abstract

A considerable fraction (¿40%) of the outgoing longwave radiation escapes from the Earth’s atmosphere-
surface system within a region of the spectrum known as the far-infrared (wave-numbers less than 650 cm−1).
Dominated by the line and continuum spectral features of the pure rotation band of water vapor, the far-infrared
has a strong in?uence upon the radiative balance of the troposphere, and hence upon the climate of the Earth.
Despite the importance of the far-infrared contribution, however, very few spectrally resolved observations have
been made of the atmosphere for wave-numbers less than 650 cm−1. The National Aeronautics and Space
Administration (NASA), under its Instrument Incubator Program (IIP), is currently developing technology
that will enable routine, space-based spectral measurements of the far-infrared. As part of NASA’s IIP, the
Far-Infrared Spectroscopy of the Troposphere (FIRST) project is developing an instrument that will have the
capability of measuring the spectrum over the range from 100 to 1000 cm−1 at a resolution of 0:6 cm−1.
To properly analyze the data from the FIRST instrument, accurate radiative transfer models will be required.
Unlike the mid-infrared, however, no inter-comparison of codes has been performed for the far-infrared.
Thus, in parallel with the development of the FIRST instrument, an investigation has been undertaken to
inter-compare radiative transfer models for potential use in the analysis of far-infrared measurements. The
initial phase of this investigation has focused upon the inter-comparison of six distinct line-by-line models.
The results from this study have demonstrated remarkably good agreement among the models, with diDerences
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being of order 0.5%, thereby providing a high measure of conKdence in our ability to accurately compute
spectral radiances in the far-infrared.
? 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

One of the most crucial research endeavors in the Keld of atmospheric sciences is the improve-
ment of our understanding of the forcings and subsequent feedbacks resulting from changes in the
abundances of the infrared-active molecular species in the Earth’s atmosphere. For clear-sky condi-
tions, the primary absorber and emitter of thermal infrared radiation is water vapor, which is also
one of the most spatially and temporally variable atmospheric trace species. Accurate forecasting of
naturally occurring and anthropogenically induced climate changes relies heavily upon determining
water vapor’s vertical and geographic distribution, as well as correctly characterizing the water vapor
spectrum. The far-infrared, speciKed here to cover the spectral range with wave-numbers less than
650 cm−1, is dominated by the pure rotation band of water vapor, and has been shown to account for
over 40% of the energy emitted to space by the Earth’s atmosphere-surface system for clear-sky con-
ditions [1]. Recent studies [2–5] have emphasized the crucial contribution that the pure rotation band
of water vapor has upon the transfer of far-infrared radiation through the Earth’s atmosphere. Most
notably, far-infrared water vapor emission has been shown to have a prominent role in determining
cooling rates throughout the free troposphere [2]. Moreover, the sensitivity of the outgoing longwave
radiation (wave-numbers less than 3000 cm−1) to perturbations in upper tropospheric humidity has
been found to be greatest in the far-infrared [6].

Even though far-infrared radiation strongly in?uences the Earth’s thermal energy budget, there are
currently no operational satellite instruments that are capable of directly measuring the spectrally
resolved radiant energy emitted by the Earth’s atmosphere-surface system for wave-numbers less
than 650 cm−1. To correct this deKciency, the Far-Infrared Spectroscopy of the Troposphere (FIRST)
project, within the framework of the National Aeronautics and Space Administration (NASA) Instru-
ment Incubator Program (IIP), is developing an instrument that will have the capability of measuring
the spectrum over the range from 100 to 1000 cm−1 at a resolution of 0:6 cm−1.

To better prepare for the analysis of the far-infrared measurements once they became available, a
Science Advisory Team (SAT) was created as part of the FIRST project to perform inter-comparisons
of line-by-line radiative transfer model calculations for the far-infrared spectral region from 100
to 650 cm−1. Previous inter-comparison initiatives have compared the broadband infrared [7] or
mid-infrared [8], but have not speciKcally examined the far-infrared. The initial set of far-infrared
calculations, as reported in this study, involve a series of radiance calculations performed at a resolu-
tion of 1 cm−1, a resolution comparable to the resolution of the FIRST instrument. The calculations
utilize a set of hydrostatically consistent atmospheric proKles that are used to investigate the perfor-
mance of the individual line-by-line models and to examine the impact of altering the inputs into
the models, e.g., line parameters and continuum formulations.
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A brief review of the FIRST project, presented in the next section, is followed by a discussion
of the background material necessary to perform the calculations in the inter-comparison study. The
discussion continues with brief synopses of the participating models. Results are then presented
for the inter-comparison among the diDerent models as well as the inter-comparison among the
various inputs into a single model. The Knal section provides concluding remarks along with a brief
description of future plans to expand the scope of this inter-comparison.

2. The FIRST project

The goal of the FIRST project is to develop and Keld demonstrate a nadir-viewing instrument
capable of measuring electromagnetic energy over the spectral range from 100 to 1000 cm−1 with
an unapodized spectral resolution of 0:6 cm−1. This spectral coverage and resolution are required
to measure the unobserved far-infrared while simultaneously determining temperature from the CO2

15 �m band. The spectral coverage beyond the far-infrared, i.e., between 650 and 1000 cm−1, is
required for the inter-comparison of calibrated radiances against existing mid-infrared sensors where
known absolute calibration standards exist. The FIRST instrument is designed to record a complete
spectrum every 1:2 s. To achieve these goals, the FIRST project has focused on the development of
broad spectral bandpass beamsplitters, detector focal planes, and a high throughput Fourier transform
spectrometer [9]. The FIRST instrument is the predecessor of a space-based sensor that will have an
instantaneous Keld-of-view of 10 km from an altitude of 900 km and that will employ cross-track
scanning to enable daily global coverage [10].

Preliminary calculations [1] have emphasized the value of far-infrared measurements by demon-
strating that the (100–650 cm−1) portion of the spectrum is responsible for over 40% of the out-
going thermal energy emitted by the Earth’s atmosphere and surface. Additional calculations have
further demonstrated that the Earth’s outgoing far-infrared spectrum is strongly aDected by wa-
ter vapor [1–4,11] and cirrus clouds [12]. Thus, as part of the FIRST project, the SAT was
formed to conduct the inter-comparison of radiative transfer codes for the far-infrared. The re-
sults of this eDort should enable a more eDective analysis of the far-infrared data once it becomes
available.

3. Background

One of the most challenging aspects of any model inter-comparison is having suNcient infor-
mation to clearly distinguish between the inherent diDerences among the models and the inputs
into those models. To minimize such complications, we have speciKed a number of the input
parameters to be included in the study, such as the atmospheric proKles of temperature, pres-
sure, and the mixing ratios of the molecular species. We have also speciKed the vertical resolu-
tion, the surface emissivity, and the sky conditions. There remain, however, other model inputs
which were not constrained, speciKcally the molecular absorption parameters and continuum for-
mulations. Instead, this study only required that those input parameters be clearly identiKed so
that one of the other models in the study could use the same inputs, and thus provide a valid
comparison.
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3.1. Atmospheres

Three atmospheric proKles, tropical, sub-arctic winter and isothermal, have been created for the
far-infrared radiative transfer code inter-comparison. These atmospheric proKles are hydrostatically
consistent and represent highly diverse atmospheric conditions, and therefore, provide stringent test
cases for the inter-comparison. The tropical and sub-arctic winter proKles are based upon the FAS-
CODE [13] versions of the McClatchey et al. atmospheres [14]. The isothermal proKle uses the
surface temperature and pressure from the FASCODE US Standard atmosphere, since this atmo-
spheric proKle has a surface temperature which is very near the mean global surface temperature of
288 K. The temperature of the atmosphere for the isothermal case is taken to be 255 K, consistent
with the eDective temperature of the atmosphere computed from a zero-dimensional radiative equi-
librium calculation, assuming a 30% average Earth albedo and a solar constant of 1368 W m−2. The
vertical resolution for all three proKles has been taken to be 1 km throughout the entire atmosphere
from the surface at 0 km to the top of atmosphere (TOA) at 70 km. For the present calculations,
three species proKles have been included: H2O, CO2, and O3.

3.2. Spectral databases

All of the participating models in this study obtained their molecular absorption parameters from
one of the HITRAN databases, with most using the 2000 version [15] and one using the 1996
version [16]. Since the diDerences between calculations using the 1996 and 2000 databases could
easily be taken into account, no requirement was made to upgrade all the models to the HITRAN
2000 database.

3.3. Continuum models

In the initial phases of this study several diDerent continuum formulations were employed. Signif-
icant disagreement among the models, however, quickly led to the adoption of the CKD continuum
codes [17]. Most of the participating models had either already begun using or could quickly adopt
version 2.4 of the CKD code, although one of the models continued to use version 2.1 of the CKD
code. As with the diDerences between the two HITRAN databases, the diDerences between the two
CKD codes could easily be taken into account. Nevertheless, there are signiKcant diDerences in the
far-infrared portion of the spectrum between versions 2.1 and 2.4 of the CKD code [see e.g., Tobin
et al. [5] and Kratz [1]. Indeed, spectral measurements extending to 380 cm−1 revealed a signiKcant
discrepancy between the theoretical (CKD version 2.2) and observed far-infrared water vapor con-
tinuum [5]. These measurements led directly to revision of the continuum code (CKD version 2.3)
[18].

3.4. Instructions to participants

Since the FIRST project is principally concerned with the 100–650 cm−1 spectral range, and
studies related to the Inter-comparison of Radiation Codes and Climate Models (ICRCCM) [7]
endeavor had already compared theoretical models with Atmospheric Emitted Radiance Interferometer
(AERI) data [19] for the spectral range from 550 to 3000 cm−1 (see e.g., Turner et al. [20]), our
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far-infrared calculations examined only the spectral range from 100 to 650 cm−1. The participants
were requested to provide the following values: wave-number for each spectral interval, upward
nadir radiance from the surface, upward nadir radiances at the top of the atmosphere (taken to
be 70 km) and downward zenith radiances to the surface for the tropical, subarctic winter, and
isothermal atmospheres using the hydrostatic atmospheric proKles provided. Radiance calculations
were chosen to avoid the complications of angular integration. The calculations were required to
span the entire spectral range from 100 to 650 cm−1 and to be provided at a spectral resolution of
1 cm−1 (centered on the 0:5 cm−1 value). The choice of spectral resolution for the calculations was
driven by the proposed design of the FIRST instrument which was anticipated to have a spectral
resolution of approximately 1 cm−1. Each calculation was required to include the molecular species:
H2O, CO2, and O3, as well as the H2O continuum, and were to be run for clear-sky conditions with
the surface emissivity taken to be unity. Participants were requested to specify which line parameter
database (e.g., HITRAN 2000) and which H2O continuum model (e.g., CKD 2.4) were used, and
whether or not line mixing was taken into consideration.

A word of caution was issued concerning the isothermal atmosphere. Since this proKle possesses
a large, 33:2 K, temperature discontinuity at the surface boundary, a substantial discrepancy in the
radiances would result if the proKle was improperly treated. The relatively warm surface temperature
only directly contributes to the emission from the surface, and does not contribute to the temperature
of lowest layer of the atmosphere. The energy emitted from the relatively warm surface does,
however, pass through the relatively cool atmosphere and thereby aDects the outgoing TOA emission
spectrum.

4. Participating radiative transfer model descriptions

Six distinct radiative transfer algorithms have participated in the initial phase of the far-infrared
inter-comparison eDort. The Line-By-Line Radiative Transfer Model (LBLRTM), developed at Atmo-
spheric and Environmental Research Inc., was designed to achieve high accuracy with computational
eNciency [2,21], and has been used extensively for a variety of applications [20,22–25]. LINEPAK,
developed at G&A Technical Software Inc., was designed as a modular set of subroutines that
could be easily assembled to compute absorption cross sections, transmission functions, and various
moments of the atmospheric radiation transfer equation [26], and has been used to investigate the
application of far-infrared observations to retrievals of upper tropospheric water vapor [27]. The
High-resolution Atmospheric Radiative Transfer Code (HARTCODE), developed at the International
Centre for Theoretical Physics, Trieste, Italy, was created to produce calculations where the numer-
ical accuracy of the spectral atmospheric transmittance and radiance computations were kept under
strict control [28]. The FUll Transfer By Ordinary LINe-by-line (FUTBOLIN) algorithm, developed
initially as an academic exercise, was created to be a ?exible radiative transfer code to calculate at-
mospheric emission/transmission spectra for planetary atmospheres [29,30]. The General Line-by-line
Atmospheric Transmittance and Radiance Model (GENLN2) line-by-line model, developed by D.P.
Edwards while associated with the Hooke Institute at Oxford University and the National Center for
Atmospheric Research, was created to provide a ?exible, computationally eNcient radiative transfer
code [31]. GENLN2 has a clear modular structure and a transparent physical basis, allowing the
model to be easily adapted for speciKc research needs [11,32,33]. The Monochromatic Radiative



328 D.P. Kratz et al. / Journal of Quantitative Spectroscopy & Radiative Transfer 90 (2005) 323–341

Transfer Algorithm (MRTA), developed at the SUNY at Stony Brook in the 1980s to examine the
radiative eDects of infrared-active gases in planetary atmospheres, has since been used for minor trace
gas radiative forcing calculations [34], for the production of correlated k-distributions for satellite
channels [35], for high resolution modeling of the far-infrared [1], and for establishing the stability
of satellite instruments [36]. The present inter-comparison, therefore, truly represents a test of the
accuracies of diDerent formulations rather than diDerent applications of a single technique.

5. Results

To facilitate an inter-comparison of the model calculations for the spectral range from 100 to
650 cm−1, the results from each model were subtracted from the results of a single reference model.
Even though LBLRTM and GENLN2 have been established as standard references, we found that
accommodating algorithmic and input diDerences among the models in the current study was more
straightforward by using MRTA as the reference.

Fig. 1 illustrates an inter-comparison of the TOA (upper plot) and surface (lower plot) radiance
calculations from the diDerent radiative transfer codes for the tropical atmosphere. The uppermost
curve in each plot represents either the outgoing TOA nadir radiance or the downward surface zenith
radiance as calculated with MRTA using the HITRAN 2000 database for H2O, CO2, and O3, and
version 2.4 of the CKD continuum code. The numbered curves represent: (1) LBLRTM-MRTA, (2)
LINEPAK-MRTA, (3) HARTCODE-MRTA, (4) FUTBOLIN-MRTA, and (5) GENLN2 v3-MRTA.
To distinguish among the diDerent inter-comparisons, the results have been oDset vertically by 0.01,
0.005, 0.0, −0:005, and −0:01 W m−2 sr−1 (cm−1)−1, respectively. In both the TOA and surface
cases, the diDerences among the models are quite small, with the normalized radiances deKned by

R! =
I!(Model) − I!(MRTA)

I!(MRTA)
(1)

having means and standard deviations that are less than 0.40%. In Eq. (1) the variable, I!(MRTA), is
the radiance calculated using MRTA at wave number !, while I!(Model) is the radiance calculated
using any of the other Kve models. The only notable, albeit small, discrepancy is with HARTCODE
which produces slightly lower (−0:37%) outgoing TOA normalized radiances and slightly greater
(0.27%) downward surface normalized radiances when compared with MRTA. This diDerence has
been attributed to an atmospheric emission that is produced from a somewhat lower altitude in the
HARTCODE calculation. An inter-comparison of the integrated radiances deKned to be

I(Model) =
∫ 650

100
I!(Model) d! (2)

and calculated over the entire 100–650 cm−1 spectral range for the tropical atmosphere is presented
in Table 1. As anticipated from Fig. 1, the results for the integrated radiances demonstrate excellent
agreement among the models with the largest integrated diDerence being less than 0.5%.

Fig. 2 illustrates an inter-comparison of the TOA and surface radiance calculations for the sub-arctic
winter atmosphere using the same format as Fig. 1. As with the tropical atmosphere, the diDer-
ences among the models are quite small with the normalized radiances having means that are less
than 0.36% and standard deviations that are less than 0.83%. The most persistent, albeit small,
deviation involves LINEPAK which produces somewhat less emission to the surface within the
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Fig. 1. A comparison of TOA and surface radiance calculations for the tropical atmosphere for the spectral range from 100
to 650 cm−1. The uppermost curve represents the radiances as calculated with the MRTA using the HITRAN 2000 database
for H2O, CO2, and O3, and version 2.4 of the CKD continuum. The numbered curves represent: (1) LBLRTM-MRTA,
(2) LINEPAK-MRTA, (3) HARTCODE-MRTA, (4) FUTBOLIN-MRTA, and (5) GENLN2 v3-MRTA.

pseudo-windows regions, e.g., at 479, 489 and 497 cm−1. If the LINEPAK results are removed from
the inter-comparison, the means and standard deviations for the normalized radiances fall to 0.23%
and 0.45%, respectively. The locations of the LINEPAK deviations suggest a modeling diDerence
involving the handling of the continuum. Several other diDerences can be seen in Fig. 2, most
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Table 1
Comparison of integrated radiances (W m−2 sr−1) calculated for the spectral range from 100 to 650 cm−1 (comparisons
include the eDects of H2O, CO2, O3, and the continua of H2O and CO2)

Model Iup (Surface) Iup (TOA) Idn (Surface)

Tropical atmosphere
MRTA 60.338 39.962 60.089
LBLRTM-MRTA −0.015 0.030 0.000
LINEPAK-MRTA 0.011 0.111 0.015
HARTCODE-MRTA 0.006 −0.184 0.220
FUTBOLIN-MRTA 0.011 0.085 0.032
GENLN2 v3-MRTA 0.013 0.027 0.100

Subarctic winter atmosphere
MRTA 41.047 34.513 35.869
LBLRTM-MRTA 0.005 0.034 −0.034
LINEPAK-MRTA 0.008 0.071 −0.100
HARTCODE-MRTA 0.004 −0.073 −0.007
FUTBOLIN-MRTA 0.007 0.070 0.037
GENLN2 v3-MRTA 0.009 0.036 0.046

Isothermal atmosphere
MRTA 54.858 42.646 34.338
LBLRTM-MRTA −0.166 −0.006 0.037
LINEPAK-MRTA 0.010 0.081 −0.170
HARTCODE-MRTA 0.005 0.008 −0.004
FUTBOLIN-MRTA 0.009 −0.027 0.094
GENLN2 v3-MRTA 0.011 −0.019 0.082

notably HARTCODE, which has a slightly greater emission to the surface around the 410 cm−1

region. These diDerences, however, tend to be very small. An inter-comparison of the integrated
radiances calculated for the sub-arctic winter atmosphere is presented in Table 1. As before, the re-
sults for the integrated radiances demonstrate excellent agreement among the models with the largest
integrated diDerence being less than 0.3%.

Fig. 3 illustrates an inter-comparison of the TOA and surface radiance calculations for the isother-
mal atmosphere using the same format as Fig. 1. As with the tropical and sub-arctic winter atmo-
spheres, the diDerences among the models for the TOA calculations for the isothermal atmosphere
are extremely small. The downward surface radiances for the isothermal atmosphere, however, did
prove to be somewhat more sensitive to model diDerences. Indeed, although the isothermal case was
anticipated to be the most straightforward, the large temperature discontinuity at the surface caused
some signiKcant challenges. Once these challenges were overcome, however, the diDerences among
the models were found to be quite small, with the normalized radiances having means that are less
than 0.62% and standard deviations that are less than 1.19%. Analogous to the sub-arctic winter
atmosphere, LINEPAK produces somewhat less emission to the surface within the pseudo-windows
regions, and again if the LINEPAK results are removed from the inter-comparison, the means and
standard deviations for the normalized radiances are signiKcantly reduced, in this case to 0.32%
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Fig. 2. A comparison of TOA and surface radiance calculations analogous to those presented in Fig. 1 except this case is
for the sub-arctic winter atmosphere.

and 0.66%, respectively. As noted previously, the locations of the deviations involving LINEPAK
suggest a modeling diDerence involving the handling of the continuum. LBLRTM, FUTBOLIN and
GENLN2 also produce diDerences which are somewhat similar to those produced by LINEPAK,
although their emissions to the surface are opposite in sign, i.e., being somewhat greater rather
than less within the pseudo-windows regions. The locations of these deviations again suggest a
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Fig. 3. A comparison of TOA and surface radiance calculations analogous to those presented in Fig. 1 except this case is
for the isothermal atmosphere.

modeling diDerence involving the continuum. The best agreement for the isothermal atmosphere,
including inter-comparisons among the LBLRTM, FUTBOLIN and GENLN2 models, is between
HARTCODE and MRTA. An inter-comparison of the integrated radiances calculated for the isother-
mal atmosphere is presented in Table 1. As can be seen from the results for the integrated radiances,
despite some slightly enhanced spectral sensitivity, the agreement among the models for the inte-
grated radiances is still excellent with the largest diDerence being less than 0.5%.
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To gain a better perspective on the magnitude of the diDerences observed in the model inter-
comparison, an additional series of calculations was performed to test how changing the model
inputs aDected the MRTA results. While a considerable number of test cases could be run, the
present study focused upon six speciKc cases that either were encountered or were expected to be
encountered. Case (1) considered the radiative impact of neglecting CO2 line mixing. Despite being a
potentially important component of CO2 absorption and emission, line mixing is frequently neglected
in model calculations. Case (2) considered the impact of neglecting N2O absorption and emission.
To avoid questions concerning the composition of the atmosphere, the present study requested that
only H2O, CO2, O3 and the continuum be included in the model calculations. Case (3) considered
the impact of using a Planck function dependent upon a path-weighted temperature to represent
the emission from each atmospheric layer. Case (4) examined the diDerences between versions 2.1
and 2.4 of the CKD continuum code. Case (5) examined the diDerences between the 1996 and
2000 HITRAN databases. Case (6) examined the diDerences between the CKD 2.4 and the recently
released MT CKD [37] 1.0 continuum codes.

Fig. 4 illustrates an inter-comparison of the TOA (upper plot) and surface (lower plot) radiance
calculations for the tropical atmosphere using MRTA for the test cases described in the previ-
ous paragraph. The uppermost curve in each plot represents either the outgoing TOA nadir radi-
ance or the downward surface zenith radiance as calculated with MRTA using the HITRAN 2000
database for H2O, CO2, O3, N2O, and version 2.4 of the CKD continuum code. The numbered
curves represent diDerences due to: (1) the removal of CO2 line mixing, (2) the removal of N2O
absorption, (3) substitution of a mean-layer temperature Planck function for the linear in � ap-
proximation [38], (4) substitution of CKD 2.1 for CKD 2.4, (5) substitution of HITRAN 1996 for
HITRAN 2000, and (6) substitution of MT CKD 1.0 for CKD 2.4. To distinguish among the dif-
ferent inter-comparisons, the results have been oDset vertically by 0.01, 0.005, 0.0, −0:005, −0:01,
and −0:015 W m−2 sr−1 (cm−1)−1, respectively.

The comparisons for the TOA radiances illustrate several notable discrepancies for the tropical
atmosphere. For instance, neglecting the CO2 line mixing results in a signiKcant (14%) under-
estimation of the outgoing radiance at 618:5 cm−1, while neglecting N2O results in a signiKcant
(35%) overestimation of the outgoing radiance at 589:5 cm−1. These discrepancies, however, are
conKned to rather small spectral ranges, and therefore, the diDerences in the integrated radiances (see
Table 2) are only −0:07% and 0.29%, respectively. From an energy balance viewpoint, a more im-
portant case (case 4) involves the substitution of the CKD 2.1 for the CKD 2.4 continuum, which
causes the atmosphere to be somewhat more opaque in the 230–500 cm−1 spectral range, resulting
in the integrated TOA radiance being reduced by 0.95%. The eDect of substituting the MT CKD
1.0 for the CKD 2.4 continuum is similar in appearance but smaller in magnitude than the sub-
stitution of the CKD 2.1 for the CKD 2.4 continuum and results in a reduction of the integrated
TOA radiance by 0.21%. Replacing the HITRAN 2000 database with the HITRAN 1996 database
produces a slightly more transparent atmosphere in the 500–600 cm−1 spectral range, resulting in
the integrated TOA radiance being increased by 0.16%. In contrast, the downward radiances to the
surface are found to be insensitive to nearly all of these modiKcations. The exception to this trend
involves case 3 where the emission within each layer is approximated by a mean-layer temperature
Planck function. For this case, there is minimal impact upon the TOA radiance; however, there is
more than a 2.0% decrease in the integrated emission to the surface, a diDerence which is over 4
times greater than any of the diDerences in the model inter-comparisons shown in Table 1. As a
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Fig. 4. A comparison of TOA and surface radiance calculations for the tropical atmosphere for the spectral range from 100
to 650 cm−1. The uppermost curve represents the radiances as calculated by the MRTA using line mixing, the HITRAN
2000 database for H2O, CO2, O3 and N2O, and version 2.4 of the CKD continuum. The numbered curves represent MRTA
calculations: (1) without line mixing–with line mixing, (2) without N2O–with N2O, (3) the mean-layer temperature Planck
function layer approximation—linear in � approximation, (4) CKD 2.1–CKD 2.4, (5) HITRAN 1996–HITRAN 2000, and
(6) MT CKD 1.0–CKD 2.4.

further test of the methods available to determine the emission within a layer, we compared the
linear in � method [38] to the 1 and 2 term PadSe approximations for the linear in � method [2] and
to the exponential in � method [39]. The diDerences among these methods were more than an order
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Table 2
Comparison of integrated radiances (W m−2 sr−1) calculated for the spectral range from 100 to 650 cm−1

Model Iup (Surface) Iup (TOA) Idn (Surface)

Tropical atmosphere
MRTA with lm + N2O 60.338 39.847 60.089
w/o-w linmix 0.000 −0.028 0.001
w/o-w N2O 0.000 0.115 0.000
Mid-layer T-lin � 0.000 0.167 −1.218
CKD2.1–CKD2.4 0.000 −0.377 0.003
HITRAN ’96–2k 0.000 0.063 −0.010
MT CKD–CKD2.4 0.000 −0.085 0.018

Subarctic winter atmosphere
MRTA with lm + N2O 41.047 34.434 35.973
w/o-w linmix 0.000 −0.016 0.019
w/o-w N2O 0.000 0.079 −0.104
Mid-layer T-lin � 0.000 0.071 0.161
CKD2.1–CKD2.4 0.000 −0.307 0.473
HITRAN ’96–2k 0.000 0.020 −0.141
MT CKD–CKD2.4 0.000 −0.031 0.210

Isothermal atmosphere
MRTA with lm + N2O 54.858 42.587 34.458
w/o-w linmix 0.000 −0.007 0.014
w/o-w N2O 0.000 0.059 −0.120
Mid-layer T-lin � 0.000 0.000 0.000
CKD2.1–CKD2.4 0.000 −0.216 0.600
HITRAN ’96–2k 0.000 0.061 −0.132
MT CKD–CKD2.4 0.000 −0.075 0.195

These results illustrate the magnitude of the diDerences among the various inputs into the monochromatic calculations.
Note that the results in the Krst row of Table 1 can be obtained by adding the Krst and third rows of this table.

of magnitude smaller than the diDerence encountered when using the mean-layer temperature Planck
function.

Fig. 5 illustrates an inter-comparison of the TOA and surface radiance calculations for the
sub-arctic winter atmosphere using the same format as Fig. 4. The diDerences in the TOA radi-
ances for the sub-arctic winter atmosphere are very similar, albeit somewhat smaller, than those
encountered with the tropical atmosphere. For instance, neglecting the CO2 line mixing results in
a signiKcant (10%) underestimation of the outgoing radiance at 618:5 cm−1, while neglecting N2O
results in a signiKcant (28%) overestimation of the outgoing radiance at 589:5 cm−1. As noted previ-
ously, however, these discrepancies are conKned to rather small spectral ranges, with the diDerences
in the integrated radiances (see Table 2) being only −0:05% and 0.23%, respectively. Again, from
an energy balance viewpoint, the most important case involves the substitution of the CKD 2.1 for
the CKD 2.4 continuum, which results in the integrated TOA radiance being reduced by 0.89%.

In contrast to the TOA radiances, the inter-comparisons of the surface radiances for the sub-arctic
winter atmosphere are dramatically diDerent than those for the tropical atmosphere. In Kve of the
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Fig. 5. A comparison of TOA and surface radiance calculations analogous to those presented in Fig. 4 except this case is
for the sub-arctic winter atmosphere.

six cases only minor changes occur in the surface radiances for the tropical atmosphere; these
same cases produce signiKcantly larger discrepancies for the sub-arctic winter atmosphere. Interest-
ingly enough, the single case which produces a noticeable discrepancy for the tropical case, i.e.,
substitution of the mean-layer temperature Planck function for the linear in � approximation, causes
only a small diDerence for the sub-arctic winter case. This is primarily due to the inversion in the



D.P. Kratz et al. / Journal of Quantitative Spectroscopy & Radiative Transfer 90 (2005) 323–341 337

sub-arctic winter atmosphere ameliorating the discrepancy associated with the use of the mean-layer
temperature Planck function approximation. The cooler, dryer sub-arctic winter atmosphere, however,
being somewhat more transparent than the tropical atmosphere, substantially enhances the sensitivity
of the downward surface radiances to changes in the opacity of the water vapor lines and continuum
as well as increasing the impact of N2O absorption and CO2 line mixing. Neglecting the CO2 line
mixing causes a modest (3.6%) overestimation of the downward surface radiance at 618:5 cm−1,
while neglecting N2O results in a signiKcant (37%) underestimation of the downward surface radi-
ance at 589:5 cm−1. As before, however, these discrepancies are conKned to rather small spectral
ranges, and thus, the diDerences in the integrated radiances (see Table 2) are only 0.05% and
−0:29%, respectively. Again, from an energy balance viewpoint, the most important case involves
the substitution of version 2.1 of the CKD continuum code for version 2.4. This results in a 24%
overestimation of the downward surface radiance at 410:5 cm−1 and an integrated surface radiance
being enhanced by 1.31% over the 100–650 cm−1 range. The corresponding diDerences caused by
substituting MT CKD 1.0 for CKD 2.4 are 7.8% and 0.58%. A conclusive determination of the
relative accuracies of these continuum formulations, however, is problematic since the uncertainties
in the water vapor abundances obtained during the clear-sky periods in SHEBA prevent a clear
distinction between the MT CKD 1.0 and CKD 2.4 continua. Thus, to allow for an accurate de-
termination of the magnitude of the water vapor continuum, future aircraft/satellite observations in
the far-infrared will require very precise, of order ±5%, middle and upper tropospheric water vapor
measurements [40]. The substitution of HITRAN 1996 for HITRAN 2000 produces an integrated
surface radiance diDerence of −0:39%.
Fig. 6 illustrates an inter-comparison of the TOA and surface radiance calculations for the isother-

mal atmosphere using the same format as Fig. 4. The diDerences in the TOA and surface radiances for
the isothermal and sub-arctic winter atmospheres are very similar, with the only notable diDerences
being in the comparison of the continuum codes for the TOA calculations. These diDerences are
caused by the isothermal atmosphere becoming opaque and therefore insensitive for wave-numbers
below 350 cm−1.

Contrasting the diDerences for the model inter-comparisons presented in Figs. 1–3 and Table 1
with the diDerences for the input test cases presented in Figs. 4–6 and Table 2 emphasize the relative
accuracies of the models as compared to the inputs into those models. In addition, the results indicate
that the cooler, dryer sub-arctic winter atmosphere provides a better test case for downward radiance
inter-comparisons than the tropical atmosphere. These results, along with the results shown by Tobin
et al. [5] suggest that future far-infrared inter-comparisons should include an additional high-latitude
(Arctic/Antarctic) atmospheric proKle.

6. Conclusions and future work

The six line-by-line models, considered in this inter-comparison, demonstrate remarkably good
agreement for the three atmospheric proKles, thereby emphasizing the maturity of the high resolu-
tion modeling in the far-infrared. This maturity implies high conKdence in the ability to analyze
the forthcoming data from the FIRST project. The results of this study also demonstrate that diDer-
ing input parameters, e.g., molecular line databases and continua formulations, can easily dominate
the small residuals inherent to the diDerent model algorithms. These conclusions are in general
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Fig. 6. A comparison of TOA and surface radiance calculations analogous to those presented in Fig. 4 except this case is
for the isothermal atmosphere.

agreement with the conclusions from the ISSWG line-by-line inter-comparison [8] which considered
the mid-infrared spectral range from 590 to 2700 cm−1.
The results of the present study also conKrm previously reported conclusions that the low absolute

humidity conditions prevalent for high latitude cases can allow for the appearance of semi-transparent
micro-windows in the far-infrared (see e.g., Tobin et al. [5]). Such micro-windows serve as spectral
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regions of higher sensitivity to uncover diDerences in the model formulations. This strongly suggests
that future far-infrared model inter-comparisons should include Arctic/Antarctic (North and South
Pole) atmospheric proKles. The present results further suggest that CO2 line mixing and N2O ab-
sorption should be included in future inter-comparisons. While the inclusion of CO2 line mixing
and N2O absorption should not be an impediment for the participation of additional high-resolution
models, such requirements may prove problematic for highly parameterized models which are critical
for remote sensing data analyses and operational climate studies. Indeed, one of the most signif-
icant challenges will be the inclusion of operational climate models into future far-infrared code
inter-comparisons. Because of the importance of clouds in far-infrared studies [12], future model
inter-comparisons will also consider cloud eDects, speciKcally cirrus, as well as surface emissivity.
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